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ABSTRACT: In this paper differential equations of the type

(−1)nD(n)
r

x(t) = F (t, x(∆1(t, x(t))), . . . , x(∆m(t, x(t)))) (N)

and

(−1)nD(n)
r x(t) = p(t)x(∆(t, x(t))) (L)

are considered, where n ≥ 1 and the retarded arguments ∆1, . . . , ∆m and ∆ depend on the inde-
pendent variable t as well as on the unknown function x.

Sufficient conditions are found under which equation (N) (or (L)) has a positive solution x such

that limt→+∞ D
(k)
r x(t) = 0, k = 0, . . . , n − 1 monotonically.

AMS (MOS) Subject Classification: 34K15

1. INTRODUCTION

In this paper we consider the n-th order differential equations

(−1)nD(n)
r x(t) = F (t, x(∆1(t, x(t))), . . . , x(∆m(t, x(t)))) (1)

and

(−1)nD(n)
r x(t) = p(t)x(∆(t, x(t))) (2)

with retarded arguments ∆1, . . . , ∆m and ∆ which depend on the independent variable

t as well as on the unknown function x.

Here n ≥ 1 is an integer, t ∈ J = [α, +∞) ⊆ R+ = [0, +∞),

D(0)
r x(t) = x(t) , D(i)

r x(t) = ri(t)(D
(i−1)
r x(t))′ , i = 1, . . . , n,

where ri : J → (0, +∞), i = 1, . . . , n.
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The oscillatory and asymptotic behavior of the solutions of such type equations

have been studied in the papers of Bainov et al [1], Markova and Simeonov [7], [8],

[9].

The purpose here is to find sufficient conditions under which equation (1) (or (2))

possesses positive solutions tending monotonically to zero at infinity together with

their first n − 1 r-derivatives.

The main results obtained in this paper generalize similar results of Lovelady [6],

Sficas [13] and Philos [11], where the case is considered when ∆1, . . . , ∆m and ∆ do

not depend on x : ∆j = σj(t), j = 1, . . . , m, ∆ = σ(t). For related results the reader

is referred to the papers of Kusano and Onose [3], [4], Philos [10], Philos and Staikos

[12], Sficas [14].

2. PRELIMINARY NOTES

Introduce the following conditions:

H1. ri ∈ C(J, (0, +∞)), i = 1, . . . , n − 1 and rn(t) ≡ 1, t ∈ J .

H2. F ∈ C(J × R
m
+ , R) and

x1F (t, x1, . . . , xm) > 0 for t ∈ J, x1xj > 0, j = 1, . . . , m.

H3. F (t, x1, . . . , xm) ≤ F (t, y1, . . . , ym) provided that 0 < xj ≤ yj, j = 1, . . . , m.

H4. ∆j ∈ C(J × R, R), j = 1, . . . , m and there exist σj ∈ C(J, R), j = 1, . . . , m

and T ∈ J such that

lim
t→+∞

σj(t) = +∞ , σj(t) ≤ ∆j(t, x) < t , j = 1, . . . , m , t ≥ T , x ∈ R .

H5.

∫ +∞ dt

ri(t)
= +∞, i = 1, . . . , n − 1.

H6. ∆ ∈ C(J × R, R) and there exist σ ∈ (J, R) and T ∈ J such that

lim
t→+∞

σ(t) = +∞ , σ(t) ≤ ∆(t, x) < t , t ≥ T , x ∈ R .

H7. p ∈ C(J, (0, +∞)).

The domain D of D
(n)
r is defined to be the set of all functions x : [tx, +∞) → R

such that the r-derivatives D
(k)
r x(t), k = 1, . . . , n exist and are continuous on interval

[tx, +∞) ⊆ J . By a proper solution of equation (1) is meant a function x ∈ D

which satisfies (1) for all sufficiently large t and sup{|x(t)| : t ≥ T} > 0 for T ≥

tx. We assume that equation (1) do possess proper solutions. A proper solution

x : [tx, +∞) → R is called positive if there exists t ≥ tx such that x(t) > 0 for t ≥ T .

We will need the following lemma which is a generalization of the well-known lemma

of Kiguradze [2] and can be proved similarly.

Lemma 1. Suppose conditions H1 and H5 hold and the functions D
(n)
r x and x ∈ D

are of constant sign and not identically zero for t ≥ t∗ ≥ α.
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Then there exist a tk ≥ t∗ and an integer k, 0 ≤ k ≤ n with n + k even for

x(t)D
(n)
r x(t) nonnegative and n + k odd for x(t)D

(n)
r x(t) nonpositive and such that

for every t ≥ tk

x(t)D(i)
r x(t) > 0 , i = 0, 1, . . . , k ,

(−1)k+ix(t)D(i)
r x(t) > 0 , i = k, k + 1, . . . , n − 1 .

3. MAIN RESULTS

Theorem 1. Assume conditions H1-H4 hold and y is a positive and strictly decreasing

solution of the integral inequality

y(t) ≥

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−1

F (s, y(σ1(s)), . . . , y(σm(s)))ds . . . ds1 ,

t ≥ T . (3)

Then there exists a positive solution x of differential equation (1) such that x(t) ≤ y(t)

for t sufficiently large and

lim
t→+∞

D(i)
r x(t) = 0 monotonically , i = 0, . . . , n − 1 .

Proof. Let y be a positive and strictly decreasing solution of integral inequality (3)

on the interval [τ, +∞) ⊆ J . From condition H4 it follows that there exists a T > τ

such that ∆j(t, x) ≥ σj(t) ≥ τ for t ≥ T , x ∈ R, j = 1, . . . , m.

Consider the set

X = {x ∈ C([T, +∞), R+) : x(t) ≤ y(t) , t ≥ T}

with the norm ‖x‖ = sup{|x(t)| : t ≥ T} of x ∈ X.

For any x ∈ X we set

x̃(t) =





x(t) , t ≥ T ,

x(T ) + y(t) − y(T ) , τ ≤ t ≤ T

and define the operator S : X → C([T, +∞), R+) by the formula

Sx(t) =

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−1

F (s, x̃(∆1(s, x(s))), . . . , x̃(∆m(s, x(s))))ds . . . ds1 , t ≥ T . (4)

From (4), (3) and conditions H2-H4 we obtain

0 ≤ Sx(t) ≤

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .
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∫ ∞

sn−1

F (s, y(σ1(s)), . . . , y(σm(s)))ds . . . ds1 ≤ y(t) , t ≥ T ,

which means that SX ⊆ X.

It is standard to verify that the other conditions of the Schauder’s Second Fixed

Point Theorem [5] are fulfilled and therefore there exists x ∈ X such that x = Sx,

that is, for every t ≥ T

x(t) =

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−1

F (s, x̃(∆1(s, x(s))), . . . , x̃(∆m(s, x(s))))ds . . . ds1 . (5)

This implies that

lim
t→+∞

D(i)
r x(t) = 0 , monotonically , i = 0, 1, . . . , n − 1 (6)

and

(−1)nD(n)
r x(t) = F (t, x̃(∆1(t, x(t))), . . . , x̃(∆m(t, x(t)))) , t ≥ T . (7)

From condition H4 there exists a T1 ≥ T such that ∆j(t, x) ≥ σj(t) ≥ T for

t ≥ T1, j = 1, . . . , m and hence the function x(t) is a solution of equation (1) for

t ≥ T1. We have that x(t) ≤ y(t), t ≥ T and x̃(t) > 0, τ ≤ t < T . We prove that

x̃(t) > 0 for t ≥ T . Assume the opposite. Then there exists a T∗ ≥ T such that

x̃(t) > 0, τ ≤ t < T∗ and x(T∗) = x̃(T∗) = 0. Since τ ≤ σj(T∗) ≤ ∆j(T∗, x(T∗)) < T∗,

j = 1, . . . , m (by condition H4), then x̃(∆j(T∗, x(T∗))) > 0 and

F (T∗, x̃(∆1(T∗, x(T∗))), . . . , x̃(∆m(T∗, x(T∗)))) > 0 .

Hence by (7) we obtain D
(n)
r x(T∗) 6= 0. Furthermore, we have that x is nonnegative

and strictly decreasing on [T, +∞). Hence x(t) = 0 for t ≥ T∗ since x(T∗) = 0. This

implies D
(n)
r x(T∗) = 0. which is a contradiction. Therefore x̃(t) > 0 for t ≥ T and

x(t) is a positive solution of equation (1) for t ≥ T1. �

Corollary 1. Assume conditions H1-H5 hold and y is a positive bounded solution of

the differential inequality

(−1)nD(n)
r y(t) ≥ F (t, y(σ1(t)), . . . , y(σm(t))) . (8)

Then there exists a positive solution x of differential equation (1) such that x(t) ≤ y(t)

for t sufficiently large and limt→+∞ D
(i)
r x(t) = 0 monotonically, i = 0, 1, . . . , n − 1.

Proof. Let y be a positive bounded solution of inequality (8) on an interval [τ, +∞) ⊆

J and T > τ be chosen so that

∆j(t, x) ≥ σj(t) ≥ τ for t ≥ T , j = 1, . . . , m .
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From (8) and condition H2 it follows that (−1)nD
(n)
r y(t) > 0 for t ≥ τ . Then by

Lemma 1 there exist a tk ≥ τ and an integer k, 0 ≤ k ≤ n which is even such that

for t ≥ tk

D(i)
r y(t) > 0 , i = 0, 1, . . . , k ,

(−1)k+iD(i)
r y(t) > 0 , i = k, k + 1, . . . , n − 1 .

(9)

Since y(t) is bounded the case k ≥ 2 is impossible. Hence k = 0 and D
(1)
r y(t) < 0,

t ≥ tk, that is, y(t) is strictly decreasing on [tk, +∞). Moreover, it follows from (8)

and (9) with k = 0, that

y(t) ≥

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−1

F (s, y(σ1(s)), . . . , y(σm(s)))ds . . . ds1 , t ≥ tk .

Hence Corollary 1 follows from Theorem 1. �

Corollary 2. Let conditions H1, H6 and H7 hold and

sup
t≥T

∫ t

σ(t)

p(s)ds ≤





1

e
, if n = 1 ,

n

e

( n−1∏

i=1

Qi

) 1

n
, if n > 1 ,

(10)

where Qi = inft≥T{p(t)ri(t)} > 0, i = 1, . . . , n − 1 and T ≥ α is such that σ(t) ≥ α

for t ≥ T .

Then there exists a positive solution x of differential equation (2) such that

limt→+∞ D
(i)
r x(t) = 0 monotonically, i = 0, . . . , n − 1.

Proof. Set

MT = sup
t≥T

∫ t

σ(t)

p(s)ds and

y(t) = exp

(
−

n

MT

∫ t

α

p(s)ds

)
for t ≥ α .

For every t ≥ T we have

y(σ(t)) = exp

(
−

n

MT

∫ σ(t)

α

p(s)ds

)

= exp

(
n

MT

∫ t

σ(t)

p(s)ds

)
exp

(
−

n

MT

∫ t

α

p(s)ds

)
≤ en exp

(
−

n

MT

∫ t

α

p(s)ds

)
.

For n = 1 and t ≥ T we have eMT ≤ 1 and
∫ ∞

t

p(s)y(σ(s))ds ≤ e

∫ ∞

t

p(s) exp

(
−

1

MT

∫ s

α

p(u)du

)
ds

= eMT exp

(
−

1

MT

∫ t

α

p(s)ds

)
= eMT y(t) ≤ y(t) .
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For n > 1 and t ≥ T we have en(MT

n
)n(

n−1∏
i=1

Qi)
−1 ≤ 1 and

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−2

1

rn−1(sn−1)

∫ ∞

sn−1

p(s)y(σ(s))dsdsn−1 . . . ds1

≤

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−2

1

rn−1(sn−1)

∫ ∞

sn−1

p(s)en

× exp

(
−

n

MT

∫ s

α

p(u)du

)
dsdsn−1 . . . ds1

=

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−2

1

rn−1(sn−1)

∫ ∞

sn−1

en

(
−

MT

n

)
d exp

(
−

n

MT

∫ s

α

p(u)du

)
dsn−1 . . . ds1

=

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−2

1

rn−1(sn−1)
en MT

n
exp

(
−

n

MT

∫ sn−1

α

p(u)du

)
dsn−1 . . . ds1

≤

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−2

enMT

nQn−1
p(sn−1) exp

(
−

n

MT

∫ sn−1

α

p(u)du

)
dsn−1 . . . ds1

. . .

≤
en(MT

n
)n

Qn−1 . . . Q1
y(t) ≤ y(t) .

Then for every t ≥ T we obtain

y(t) ≥

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−1

p(s)y(σ(s))ds . . . ds1

and hence Corollary 2 follows from Theorem 1. �

Remark 1. Corollary 2 generalizes Proposition 1′ from [11] where equation (2) is

considered in the case ∆ = σ(t) and instead of condition (10) the following condition

sup
t≥T

∫ t

σ(t)

p(s)ds ≤
n

e

(
P n−1

T

n−1∏

i=1

Ri,T

) 1

n
(11)

is assumed, where

PT = inf
t≥T

p(t) > 0 and Ri,T = inf
t≥T

ri(t) > 0 , i = 1, . . . , n − 1 .

We note that condition (10) of Corollary 2 is better than condition (11) since

PT Ri,T ≤ Qi, i = 1, . . . , n − 1.
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Example 1. Consider the equation

(tx′(t))′ =
1

t
x(t − 1) , t > 0 . (12)

Here

n = 2 , r1(t) = t , p(t) =
1

t
, σ(t) = (t − 1) ,

MT = sup
t≥T

∫ t

σ(t)

p(s)ds = ln
T

T − 1
, for T > 1 ,

Q1 = inf
t≥T

{p(t)r1(t)} = 1 , for T > 1 ,

PT = inf
t≥T

p(t) = 0 , R1,T = inf
t≥T

r1(t) = T .

Hence Proposition 1′ from [11] does not work in this case since PT = 0 and MT >
2
e
(PT R1,T )

1

2 = 0. On the other hand condition (10) of Corollary 2 is satisfied for T

sufficiently large:

MT = ln
T

T − 1
≤

2

e
=

2

e
(Q1)

1

2 .

Consequently by Corollary 2 equation (12) has a positive solution x(t) such that

lim
t→+∞

x(t) = lim
t→+∞

tx′(t) = 0 monotonically.

Corollary 3. Let conditions H1, H6 and H7 hold and

sup
t≥T

t

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−1

p(s)

σ(s)
ds . . . ds1 ≤ 1 , (13)

where t ≥ α is such that σ(t) > 0 for t ≥ T .

Then there exists a positive solution x of differential equation (2) such that

limt→+∞ D
(i)
r x(t) = 0 monotonically, i = 0, . . . , n − 1.

Proof. If we set y = 1
t

for t > 0, then for every t ≥ T we have

y(t) ≥

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−1

p(s)y(σ(s))ds . . . ds1

and Corollary 3 follows from Theorem 1. �

Remark 2. Condition (13) is satisfied, if

lim
t→+∞

sup t

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−1

p(s)

σ(s)
ds . . . ds1 < 1 . (14)

Corollary 4. Let conditions H1, H6 and H7 hold and
∫ ∞

α

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−1

p(s)ds . . . ds1 < +∞ . (15)

Then there exists a positive solution x of differential equation (2) such that

limt→+∞ D
(i)
r x(t) = 0 monotonically, i = 0, . . . , n − 1.
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Proof. Let y(t) = 1+ 1
t

for t ≥ 1 and T = max{α, 1} be such that σ(t) ≥ 1 for t ≥ T

and ∫ ∞

T

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−1

p(s)ds . . . ds1 ≤
1

2
.

Then for every t ≥ T we have
∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−1

p(s)y(σ(s))ds . . . ds1

=

∫ ∞

t

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−1

p(s)

[
1 +

1

σ(s)

]
ds . . . ds1

≤ 2

∫ ∞

T

1

r1(s1)

∫ ∞

s1

1

r2(s2)
. . .

∫ ∞

sn−1

p(s)ds . . . ds1 ≤ 1 ≤ y(t) .

Hence Corollary 4 follows from Theorem 1. �
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