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ABSTRACT. We consider classes of systems of first order functional differential equations. Criteria are es-
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is also included to illustrate the applications of our results.
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1. INTRODUCTION

Let n ≥ 1 be an integer,T ≥ 0, andR+ = [0,∞). For i = 1, . . . , n, let ai, τi ∈

C(R, R), bi ∈ C(R, R+) beT -periodic functions andfi ∈ C(Rn
+, R+). In this paper, we

are concerned with the existence of positiveT -periodic solutions of the system of first order

functional differential equations

u′(t) = −A(t)u(t) + B(t)f(g(u(t))), (1.1)

where

u(t) = (u1(t), . . . , un(t))
T ,

A(t) = diag [a1(t), . . . , an(t)],

B(t) = diag [b1(t), . . . , bn(t)],

f(g(u(t))) = (f1(g(u(t))), . . . , fn(g(u(t))))T ,

and

g(u(t)) = (u1(t − τ1(t)), . . . , un(t − τn(t)))T .

We also obtain the existence of positiveT -periodic solutions of the associated eigenvalue

problem

u′(t) = −A(t)u(t) + λB(t)f(g(u(t))), (1.2)

whereλ is a positive parameter. By a positiveT -periodic solution of (1.1), we mean a

functionu ∈ C1(R, Rn
+) such thatu(t) satisfies (1.1) and at least one component ofu(t) is

positive onR. Similar definition also applies for system (1.2).
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Functional differential equations with periodic delays appear in a number of applica-

tions, such as in the model of blood cell productions in an animal [6, 16], the control of

testosterone levels in the blood stream [13], and so on. In recent years, the existence of pos-

itive periodic solutions of such equations has been investigated by many authors; see, for

example, [1, 2, 5, 9, 10, 11, 12, 15, 18] and the references therein. In particular, the scalar

case of system (1.2) has been studied in [1, 2, 12, 15]. In thispaper, by means of fixed point

index theory, we obtain several sufficient conditions for the existence of positiveT -periodic

solutions of systems (1.1) and (1.2). Some of our results involve the smallest positive char-

acteristic values of some related linear operators to the systems. The technique used in

this paper has been previously employed in the literature such as in the papers [3, 7, 14].

But all of these papers treated scalar differential equations. To the best of our knowledge,

this paper is the first work to establish some eigenvalue criteria for systems of differential

equations.

We assume throughout, and without further mention, that thefollowing assumption

holds:

(H)
∫ T

0
ai(v)dv > 0 and

∫ T

0
bi(v)dv > 0 for i = 1, . . . , n.

The rest of this paper is organized as follows. Section 2 contains some preliminary

lemmas, Sections 3 contains the main results of this paper and one simple example for

demonstration, and the proofs of the main results are presented in Section 4.

2. PRELIMINARY RESULTS

For i = 1, . . . , n andt, s ∈ R
2, define

Gi(t, s) =
exp

(∫ s

t
ai(v)dv

)

exp
(

∫ T

0
ai(v)dv

)

− 1
,

ci = min
0≤s,t≤T

Gi(t, s), and di = max
0≤s,t≤T

Gi(t, s). (2.1)

Then, it is easy to see thatdi > ci > 0,

ci ≤ Gi(t, s) ≤ di if t ≤ s ≤ t + T. (2.2)

For i = 1, . . . , n, consider the scalar equation

y′ = −ai(t)y + h(t) (2.3)

whereh ∈ C(R, R) is aT -periodic function.

The following lemma can be directly verified.

Lemma 2.1. For i = 1, . . . , n, y(t) is aT -periodic solution of(2.3) if and only if

y(t) =

∫ t+T

t

Gi(t, s)h(s)ds.
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Let X be a Banach space andL : X → X be a linear operator. We recall thatλ

is an eigenvalue ofL with a corresponding eigenvectorφ if φ is nontrivial andLφ =

λφ. The reciprocals of eigenvalues are called the characteristic values ofL. The spectral

radius ofL, denoted byr(L), is given by the well known spectral radius formular(L) =

limk→∞ ||Lk||1/k. Recall also that a coneP in X is called a total cone ifX = P − P .

We refer the reader to [4, Theorem 19.2] or [17, Proposition 7.26] for the following

well known Krein-Rutman theorem.

Lemma 2.2. Assume thatP is a total cone in a real Banach spaceX. LetL : X → X be

a compact linear operator withL(P ) ⊆ P andr(L) ∈ (0,∞). Thenr(L) is an eigenvalue

of L with an eigenvector inP .

Throughout this paper, let the Banach spaceX be defined by

X = {u ∈ C(R, Rn) : u(t + T ) = u(t) for t ∈ R}

equipped with the norm||u|| =
∑n

i=1 ||ui||∞, whereu = (u1, . . . , un) and ||ui||∞ =

supt∈R
|ui(t)|. Define a coneP in X by

P = {u ∈ X : u(t) ≥ 0 onR} . (2.4)

Let

σi =
ci

di

, i = 1, . . . , n, and σ = min
1≤i≤n

σi. (2.5)

We also define a subconeK of P by

K = {u ∈ P : u = (u1, . . . , un), ui(t) ≥ σ||ui||∞ onR} . (2.6)

Foru = (u1, . . . , un) ∈ X, let the linear operatorL : X → X be defined by

Lu(t) = (L1u(t), . . . , Lnu(t))T , (2.7)

where

Liu(t) =

∫ t+T

t

Gi(t, s)bi(s)

(

n
∑

j=1

uj(s − τj(s))

)

ds (2.8)

for i = 1, . . . , n.

The next two lemmas provide some information about the operator L.

Lemma 2.3. The operatorL mapsP into K and is compact.

Proof. We first showL(P ) ⊆ K. For u = (u1, . . . , un) ∈ P , t ∈ R, andi = 1, . . . , n,

from (2.2), we have

Liu(t) ≥ ci

∫ T

0

bi(s)

(

n
∑

j=1

uj(s − τj(s))

)

ds
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and

Liu(t) ≤ di

∫ T

0

bi(s)

(

n
∑

j=1

uj(s − τj(s))

)

ds,

from which it follows that

Liu(t) ≥ (ci/di)||Liu||∞ = σi||Liu||∞ ≥ σ||Liu||∞.

Hence,L(P ) ⊆ K. A standard argument can be used to show thatL is compact and we

omit the details here. This completes the proof of the lemma.

Lemma 2.4. The spectral radius,r(L), of L satisfiesr(L) ∈ (0,∞). Moreover,r(L) is an

eigenvalue ofL with an eigenvectorφL ∈ P .

Proof. By the spectral theory in Banach spaces (see, for example, [17]), it is clear that

r(L) < ∞. In the following, we showr(L) > 0. Let u = (u1, . . . , un) ∈ K andt ∈ R.

For i = 1, . . . , n, we have

Liu(t) ≥ ci

∫ T

0

bi(s)

(

n
∑

j=1

uj(s − τj(s))

)

ds

≥ σ

(

n
∑

j=1

||uj||∞

)

ci

∫ T

0

bi(s)ds = σ||u||ci

∫ T

0

bi(s)ds (2.9)

and

L2u(t) = (L1(Lu(t)), . . . , Ln(Lu(t)))T .

For i = 1, . . . , n, from (2.9), we have

Li(Lu(t)) =

∫ t+T

t

Gi(t, s)bi(s)

(

n
∑

j=1

Lju(s − τj(s))

)

ds

≥ ci

∫ t+T

t

bi(s)

(

σ||u||
n
∑

j=1

cj

∫ T

0

bj(s)ds

)

ds

= σ||u||

(

n
∑

j=1

cj

∫ T

0

bj(s)ds

)

ci

∫ T

0

bi(s)ds.

Then,

||Li(Lu)||∞ ≥ σ||u||

(

n
∑

j=1

cj

∫ T

0

bj(s)ds

)

ci

∫ T

0

bi(s)ds,

which in turn implies that

||L2u|| =

n
∑

i=1

||Li(Lu)||∞

≥ σ||u||

(

n
∑

i=1

ci

∫ T

0

bi(s)ds

)2

.
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Fork ∈ N, note that

Lku(t) = (L1(L
k−1u(t)), . . . , Ln(Lk−1u(t)))T .

By induction, we can obtain that

||Lku|| ≥ σ||u||

(

n
∑

i=1

ci

∫ T

0

bi(s)ds

)k

.

Hence,

||Lk|| ||u|| ≥ ||Lku|| ≥ σ||u||

(

n
∑

i=1

ci

∫ T

0

bi(s)ds

)k

.

As a result,

||Lk|| ≥ σ

(

n
∑

i=1

ci

∫ T

0

bi(s)ds

)k

.

Then, from Assumption (H), we have

r(L) = lim
k→∞

||Lk||1/k ≥
n
∑

i=1

ci

∫ T

0

bi(s)ds > 0.

Now, sincer(L) ∈ (0,∞) and the coneP defined by (2.4) is a total cone, the “more-

over” part readily follows from Lemmas 2.2 and 2.3. This completes the proof of the

lemma.

Let r(L) andφL be given as in Lemma 2.4 and let

φL = (φL,1, . . . , φL,n)

and

µL =
1

r(L)
. (2.10)

Then, it is clear thatµL is the smallest positive characteristic value ofL satisfyingφL =

µLLφL.

Define

ξ =
1

∑n
i=1 di

∫ T

0
bi(s)ds

and η =
1

σ
∑n

i=1 ci

∫ T

0
bi(s)ds

. (2.11)

The following lemma give some useful estimates forµL.

Lemma 2.5. The characteristic valueµL satisfiesξ ≤ µL ≤ η.

Proof. For i = 1, . . . , n andt ∈ R, from φL = µLLφL, it follows thatφL,i = µLLiφL, i.e.,

φL,i(t) = µL

∫ t+T

t

Gi(t, s)bi(s)

(

n
∑

j=1

φL,j(s − τj(s))

)

ds. (2.12)
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Then,

φL,i(t) ≤ µL

(

n
∑

j=1

||φL,j||∞

)

di

∫ t+T

t

bi(s)ds = µL||φL||di

∫ T

0

bi(s)ds,

and so

||φL,i||∞ ≤ µL||φL||di

∫ T

0

bi(s)ds.

Hence,

||φL|| =

n
∑

i=1

||φL,i|| ≤ µL||φL||
n
∑

i=1

di

∫ T

0

bi(s)ds.

Thus,

µL ≥
1

∑n
i=1 di

∫ T

0
bi(s)ds

= ξ.

On the other hand, from (2.12), we have

φL,i(t) ≥ µLσ

(

n
∑

j=1

||φL,j||∞

)

ci

∫ T

0

bi(s)ds = µLσ||φL||ci

∫ T

0

bi(s)ds.

Then,

||φL,i||∞ ≥ µLσ||φL||ci

∫ T

0

bi(s)ds.

Hence,

||φL|| =
n
∑

i=1

||φL,i|| ≥ µLσ||φL||
n
∑

i=1

ci

∫ T

0

bi(s)ds,

from which we have

µL ≤
1

σ
∑n

i=1 ci

∫ T

0
bi(s)ds

= η.

This completes the proof of the lemma.

We also need the following two well known lemmas. We refer thereader to [8, Corol-

lary 2.3.1. and Lemma 2.3.1.], respectively, for their proofs.

Lemma 2.6. LetX be a Banach space andK ⊆ X be a cone. Assume thatΩ is a bounded

open subset of X and thatT : K ∩ Ω → K is compact. If there existsu0 ∈ K \ {0} such

that

u − Tu 6= τu0 for all u ∈ K ∩ ∂Ω andτ ≥ 0.

Then the fixed point index

i(T, K ∩ Ω, K) = 0.
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Lemma 2.7. LetX be a Banach space andK ⊆ X be a cone. Assume thatΩ is a bounded

open subset of X with0 ∈ Ω and thatT : K ∩ Ω → K is compact. If

u 6= τTu for all u ∈ K ∩ ∂Ω andτ ∈ [0, 1].

Then the fixed point index

i(T, K ∩ Ω, K) = 1.

3. MAIN RESULTS

In this section, we state our existence results. For convenience, we introduce the fol-

lowing notations. For anyx = (x1, . . . , xn) ∈ R
n
+, let |x| =

∑n
j=1 xj , and fori = 1, . . . , n,

define

fi,0 = lim inf
|x|→0+

fi(x)

|x|
, fi,∞ = lim inf

|x|→∞

fi(x)

|x|
,

Fi,0 = lim sup
|x|→0+

fi(x)

|x|
, Fi,∞ = lim sup

|x|→∞

fi(x)

|x|
,

In the sequel, we letµL be defined by (2.10) andξ andη be given in (2.11). We now

state a result for system (1.1).

Theorem 3.1.Assume either

Fi,0 < µL < fi,∞ for i = 1, . . . , n, (3.1)

or

Fi,∞ < µL < fi,0 for i = 1, . . . , n. (3.2)

Then system(1.1)has at least one positiveT -periodic solution.

The following corollaries are immediate consequences of Theorem 3.1.

Corollary 3.2. Assume either

Fi,0

ξ
< 1 <

fi,∞

η
for i = 1, . . . , n, (3.3)

or
Fi,∞

ξ
< 1 <

fi,0

η
for i = 1, . . . , n. (3.4)

Then system(1.1)has at least one positiveT -periodic solution.

Corollary 3.3. Assume either

η

fi,∞
< λ <

ξ

Fi,0
for i = 1, . . . , n, (3.5)

or
η

fi,0
< λ <

ξ

Fi,∞
for i = 1, . . . , n. (3.6)

Then system(1.2)has at least one positiveT -periodic solution.
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In what follows, we establish several results for the existence of multiple positiveT -

periodic solutions of system (1.1). To do so, we first introduce the following conditions

that describe the “smallness” and “largeness” off(x) on “slabs” ofRn
+.

(A1) For i = 1, . . . , n, there existsp1 > 0 such that

fi(x) < p1ξ for anyx = (x1, . . . , xn) ∈ R
n
+ with

n
∑

j=1

xj ≤ p1.

(A2) For i = 1, . . . , n, there existsp2 > 0 such that

fi(x) > σp2η for anyx = (x1, . . . , xn) ∈ R
n
+ with σp2 ≤

n
∑

j=1

xj ≤ p2,

whereσ is defined in (2.5).

The following criteria provide sufficient conditions for the existence of multiple posi-

tive T -periodic solutions of system (1.1).

Theorem 3.4.Assume one of the following conditions holds:

(B1) Fi,0 < µL for i = 1, . . . , n, and (A1) and (A2) hold withp1 > p2;

(B2) fi,∞ > µL for i = 1, . . . , n, and (A1) and (A2) hold withp1 > p2;

(B3) fi,0 > µL for i = 1, . . . , n, and (A1) and (A2) hold withp1 < p2;

(B4) Fi,∞ < µL for i = 1, . . . , n, and (A1) and (A2) hold withp1 < p2;

(B5) fi,0 > µL andfi,∞ > µL for i = 1, . . . , n, and (A1) holds;

(B6) Fi,0 < µL andFi,∞ < µL for i = 1, . . . , n, and (A2) holds.

Then system(1.1)has at least two positiveT -periodic solutions.

Moreover, if either both(B1) and (B2) hold or both(B3) and (B4) hold, then system

(1.1)has at least three positiveT -periodic solutions.

Corollary 3.5. Assume one of the following conditions holds:

(C1) Fi,0 < ξ for i = 1, . . . , n, and (A1) and (A2) hold withp1 > p2;

(C2) fi,∞ > η for i = 1, . . . , n, and (A1) and (A2) hold withp1 > p2;

(C3) fi,0 > η for i = 1, . . . , n, and (A1) and (A2) hold withp1 < p2;

(C4) Fi,∞ < ξ for i = 1, . . . , n, and (A1) and (A2) hold withp1 < p2;

(C5) fi,0 > η andfi,∞ > η for i = 1, . . . , n, and (A1) holds;

(C6) Fi,0 < ξ andFi,∞ < ξ for i = 1, . . . , n, and (A2) holds.

Then system(1.1)has at least two positiveT -periodic solutions.

Moreover, if either both(C1) and (C2) hold or both(C3) and (C4) hold, then system

(1.1)has at least three positiveT -periodic solutions.
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Corollary 3.6. In system(1.1), assume that, fori = 1, . . . , n, ai(t) = a > 0, bi(t) = b > 0,

τi ∈ C(R, R) is T -periodic, and forx = (x1, . . . , xn) ∈ R
n
+, fi satisfies either

{

fi(x) = li,1|x|
ki,1 if 0 ≤ |x| ≤ m max1≤i≤n(li,1C

−1)1/(1−ki,1),

fi(x) ≥ ν1D|x| if |x| is large enough,
(3.7)

or
{

fi(x) = li,2|x|
ki,2 if 0 ≤ |x| ≤ meaT max1≤i≤n(l−1

i,2 D)1/(ki,2−1),

fi(x) ≤ ν2C|x| if |x| is large enough,
(3.8)

where0 < ki,1 < 1, ki,2 > 1, li,1, li,2 > 0, m > 1, ν1 > 1, ν2 < 1, and

C =
eaT − 1

nbTeaT
, D =

eaT (eaT − 1)

nbT
. (3.9)

Then system(1.1)has at least two positiveT -periodic solutions.

Results similar to Theorem 3.4 and Corollaries 3.5 and 3.6 can be easily formulated

for system (1.2). We leave this to the interested reader.

We conclude this section with the following example.

Example. For i = 1, 2, let ai(t) andbi(t) be nonnegativeT -periodic continuous functions

satisfying (H), and for(y, z) ∈ R
2
+, define

fi(y, z) =



















(y + z)αi , y + z < 1,

100βi−1
99

(y + z − 1) + 1, 1 ≤ y + z ≤ 100,

(y + z)βi , y + z > 100,

(3.10)

whereαi, βi ∈ R+. Clearly,fi ∈ C(R2
+, R+).

Let ξ andη be defined by (2.11) with the aboveai(t) andbi(t). Then we claim that if

either

(D1) αi < 1, βi > 1, i = 1, 2, andξ > 1, or

(D2) αi > 1, βi < 1, i = 1, 2, andη < 1/1001−β̂, whereβ̂ = min{βi, β2},

then the system






u′(t) = −a1(t)u(t) + b1(t)f1(u(t), v(t)),

v′(t) = −a2(t)v(t) + b1(t)f2(u(t), v(t)),

has at least two positiveT -periodic solutions.

Proof of the Claim.We first assume (D1) holds. Then, fori = 1, 2, from (3.10), we see that

fi,0 = fi,∞ = ∞. (3.11)

Moreover, fromξ > 1, we have(1/ξ)1/(1−αi) < 1. Then, we can choose a constantp1 such

that

(1/ξ)1/(1−αi) < p1 < 1.
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Thus,p1ξ > pαi

1 . Hence, for(y, z) ∈ R
2
+ with y + z ≤ p1, from (3.10), we have

fi(y, z) = (y + z)αi ≤ pαi

1 < p1ξ,

i.e., (A1) holds. Then, in view of (3.11), (C5) of Corollary 3.5 holds. The claim now

follows from Corollary 3.5.

Next, we assume (D2) holds. Then, fori = 1, 2, from (3.10), we see that

Fi,0 = Fi,∞ = 0. (3.12)

Moreover, fromη < 1/1001−β̂, we have(1/η)1/(1−β̂) > 100. Then, we can choose a

constantp2 such that

100 < σp2 < (1/η)1/(1−β̂),

whereσ is defined in (2.5). Thus,(σp2)
β̂ > σp2η. Hence, for(y, z) ∈ R

2
+ with σp2 ≤

y + z ≤ p2, from (3.10), we have

fi(y, z) = (y + z)βi ≥ (y + z)β̂ ≥ (σp2)
β̂ > σp2η,

i.e., (A2) holds. Then, in view of (3.12), (C6) of Corollary 3.5 holds. The claim again

follows from Corollary 3.5.

4. PROOFS OF THE MAIN RESULTS

Define an operatorT : X → X by T u = (T1u, . . . , Tnu), where

Tiu(t) =

∫ t+T

t

Gi(t, s)bi(s)fi(g(u(s)))ds. (4.1)

By Lemma 2.1, aT -periodic solution of system (1.1) is equivalent to a fixed point of the

operatorT . LetK be defined by (2.6). Using a similar argument as in the proof ofLemma

2.3, it is easy to see thatT (K) ⊆ K. Moreover, a standard argument shows thatT is

compact.

Proof of Theorem 3.1.We first assume (3.1) holds. Fori = 1, . . . , n, sincefi,∞ > µL, there

existsR1 > 0 such that

fi(x) ≥ µL|x| = µL

n
∑

j=1

xj (4.2)

for anyx = (x1, . . . , xn) ∈ R
n
+ with |x| =

∑n
j=1 xj > σR1. Let

Ω1 = {u ∈ X : ||u|| < R1}.

Then, foru = (u1, . . . , un) ∈ K ∩ ∂Ω1 andt ∈ R, we have
n
∑

j=1

uj(t − τj(t)) ≥ σ
n
∑

j=1

||uj||∞ = σ||u|| = σR1.

Hence, from (4.2),

fi(g(u(t))) ≥ µL

n
∑

j=1

uj(t − τj(t)). (4.3)
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Now, in view of (2.8), (4.1), and (4.3), we reach that

Tiu(t) ≥ µL

∫ t+T

t

Gi(t, s)bi(s)

n
∑

j=1

uj(s − τj(s))ds = µLLiu(t) > 0.

Thus,

T u(t) ≥ µLLu(t) > 0. (4.4)

We may suppose thatT has no fixed point onK ∩ ∂Ω1. Otherwise, we can see that system

(1.1) has a positiveT -periodic solution and the proof is then finished. LetφL be given as

in Lemma 2.4. Then,φL(t) > 0 onR andφL = µLLφL. In the following, we show that

u − T u 6= τφL for all u ∈ K ∩ ∂Ω1 andτ ≥ 0. (4.5)

If this is not the case, then there existsu∗ ∈ K∩∂Ω1 andτ ∗ ≥ 0 such thatu∗−T u∗ = τ ∗φL.

Thus,τ ∗ > 0 and

u∗ = T u∗ + τ ∗φL > τ ∗φL.

Define

τ1 = sup{τ : u∗ ≥ τφL}.

Then,τ1 ≥ τ ∗ > 0, u∗ ≥ τ1φL, and so from (4.4),

u∗ = T u∗ + τ ∗φL ≥ µLLu∗ + τ ∗φL ≥ (τ1 + τ ∗)φL,

which contradicts the definition ofτ1. Hence, (4.5) holds. By Lemma 2.6, we have

i(T , K ∩ Ω1, K) = 0. (4.6)

For i = 1, . . . , n, sinceFi,0 < µL, there exist0 < ǫ < 1 and0 < R2 < R1 such that

fi(x) ≤ (1 − ǫ)µL|x| = (1 − ǫ)µL

n
∑

j=1

xj (4.7)

for anyx = (x1, . . . , xn) ∈ R
n
+ with |x| =

∑n
j=1 xj ≤ R2. Let

Ω2 = {u ∈ X : ||u|| < R2}.

Foru = (u1, . . . , un) ∈ K ∩ ∂Ω2 andt ∈ R, from (4.7),

fi(g(u(t))) ≤ (1 − ǫ)µL

n
∑

j=1

uj(t − τj(t)).

Hence,

Tiu(t) ≤ (1 − ǫ)µL

∫ t+T

t

Gi(t, s)bi(s)

n
∑

j=1

uj(s − τj(s))ds

= (1 − ǫ)µLLiu(t),

i.e.,

T u(t) ≤ (1 − ǫ)µLLu(t). (4.8)
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We now claim that

u 6= τT u for all u ∈ K ∩ ∂Ω2 andτ ∈ [0, 1]. (4.9)

For otherwise, there existu∗ = (u∗
1, . . . , u

∗
n) ∈ K ∩ ∂Ω2 andτ ∗ ∈ [0, 1] such thatu∗ =

τ ∗T u∗. Sinceu∗ = (u∗
1, . . . , u

∗
n) ∈ K ∩ ∂Ω2, we have that

||u∗|| =
n
∑

i=1

||u∗
i ||∞ = R2 > 0. (4.10)

Note that

u∗
i (t) ≥ σ||u∗

i ||∞ for i = 1, . . . , n and t ∈ R. (4.11)

Then, from (4.10) and (4.11), there exists at least onei0 ∈ {1, . . . , n} such that

u∗
i0
(t) > 0 onR. (4.12)

Moreover, from (4.11), we also have the observation that fori ∈ {1, . . . , n} \ {i0}

either u∗
i (t) ≡ 0 or u∗

i (t) > 0 onR. (4.13)

Let

I = {i ∈ {1, . . . , n} : u∗
i (t) > 0 onR}. (4.14)

Theni0 ∈ I (and henceI 6= ∅) andI ⊆ {1, . . . , n}. From (4.13), it is also obvious that if

I is a proper subset of{1, . . . , n}, thenu∗
i (t) ≡ 0 onR for t ∈ {1, . . . , n} \ I.

Note that

φL = (φL,1, . . . , φL,n)

and

φL,i(t) = µL

∫ t+T

t

Gi(t, s)bi(s)

(

n
∑

j=1

φL,j(s − τj(s))

)

, i = 1, . . . , n.

Then, from the facts thatφL ≥ (0, . . . , 0) is nontrivial andGi(t, s) ≥ ci > 0 on R, it

follows that

φL,i(t) > 0 for all i = 1, . . . , n andt ∈ R. (4.15)

For i ∈ {1, . . . , n}, let

ki = max
t∈R

u∗
i (t)

φL,i(t)
= max

t∈[0,T ]

u∗
i (t)

φL,i(t)
.

Then, in view of (4.14) and (4.15),ki is well defined,ki > 0 for i ∈ I, and

0 < u∗
i (t) ≤ kiφL,i(t) for i ∈ I andt ∈ R. (4.16)

Let the setS be defined by

S = {τ : u∗ ≤ τφL},

i.e.,

S = {τ : (u∗
1, . . . , u

∗
n) ≤ τ(φL,1, . . . , φL,n)}.
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Then, from (4.16), we see thatmaxi∈I ki ∈ S (In fact, any number larger than or equal to

maxi∈I ki ∈ S is in S.), so,S 6= ∅. Define

τ2 = inf S,

i.e.,

τ2 = inf{τ : (u∗
1, . . . , u

∗
n) ≤ τ(φL,1, . . . , φL,n)}.

Then, from (4.13), (4.14), and (4.16), it is clear thatτ2 is well defined,u∗ ≤ τ2φL, and

τ2 = max
i∈I

ki ≥ ki0 > 0.

Thus,

µLLu∗ ≤ µLL(τ2φL) = τ2µLLφL = τ2φL.

This, together with (4.8), implies that

u∗ = τ ∗T u∗ ≤ T u∗ ≤ (1 − ǫ)τ2φL,

which contradicts the definition ofτ2. Therefore, (4.9) holds. By Lemma 2.7, it follows

that

i(T , K ∩ Ω2, K) = 1. (4.17)

By (4.6), (4.17), and the additivity property of the fixed point index, we obtain that

i(T , K ∩ (Ω1 \ Ω2), K) = −1.

Thus, from the solution property of the fixed point index,T has at least one fixed pointu =

(u1, . . . , un) in K ∩ (Ω1 \Ω2), which is aT -periodic solution of system (1.1). Since||u|| =
∑n

i=1 ||ui||∞ > R2 andui(t) ≥ ||ui||∞ on R for i = 1, . . . , n, at least one component ofu

is positive onR, i.e.,u(t) is a positive solution.

Now, we assume (3.2) holds. Fori = 1, . . . , n, sincefi,0 > µL, there existsR3 > 0

such that

fi(x) ≥ µL|x| = µL

n
∑

j=1

xj

for anyx = (x1, . . . , xn) ∈ R
n
+ with |x| =

∑n
j=1 xj < R3. Let

Ω3 = {u ∈ X : ||u|| < R3}.

Then, foru ∈ K ∩ ∂Ω3 andt ∈ R, we have

fi(g(u(t))) ≥ µL

n
∑

j=1

uj(t − τj(t)). (4.18)

From (2.8), (4.1), and (4.18), we see that

Tiu(t) ≥ µL

∫ t+T

t

Gi(t, s)bi(s)
n
∑

j=1

uj(s − τj(s))ds = µLLiu(t) > 0.

Thus,

T u(t) ≥ µLLu(t) > 0.
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Now, by an argument similar to the one used in proving that (4.5) holds, we can show that

u − T u 6= τφL for all u ∈ K ∩ ∂Ω3 andτ ≥ 0.

Then, by Lemma 2.6,

i(T , K ∩ Ω3, K) = 0. (4.19)

For i = 1, . . . , n, sinceFi,∞ < µL, there exist0 < ǫ < 1 andR4 > R3 such that

fi(x) ≤ (1 − ǫ)µL|x| = (1 − ǫ)µL

n
∑

j=1

xj (4.20)

for anyx = (x1, . . . , xn) ∈ R
n
+ with |x| =

∑n
j=1 xj ≥ σR4. Let

Ω4 = {u ∈ X : ||u|| < R4}.

For anyu = (u1, . . . , un) ∈ K ∩ ∂Ω4 andt ∈ R, we have
∞
∑

j=1

uj(t − τj(t)) ≥ σ
n
∑

j=1

||uj||∞ = σ||u|| ≥ σR4.

From (4.20), it follows that

fi(g(u(t))) ≤ (1 − ǫ)µL

n
∑

j=1

uj(t − τj(t)).

Then,u(t) satisfies (4.8), Now, as in verifying that (4.9) holds, we obtain

u 6= τT u for all u ∈ K ∩ ∂Ω4 andτ ∈ [0, 1].

Lemma 2.7 then implies

i(T , K ∩ Ω4, K) = 1. (4.21)

By (4.19), (4.21), and the additivity property of the fixed point index, we obtain

i(T , K ∩ (Ω4 \ Ω3), K) = 1.

Thus, from the solution property of the fixed point index,T has at least one fixed pointv

in K ∩ (Ω4 \ Ω3), which is aT -periodic solution of system (1.1). As in the previous case,

u(t) is positive. This completes the proof of the theorem. �

Proof of Corollary 3.2.The conclusion follows from Lemma 2.5 and Theorem 3.1. �

Proof of Corollary 3.3.The conclusion readily follows from Corollary 3.2. �

Proof of Theorem 3.4.We first assume (B1) holds. Fori = 1, . . . , n, sinceFi,0 < µL, there

exist0 < ǫ < 1 and0 < R1 < p2 such that

fi(x) ≤ (1 − ǫ)µL|x| = (1 − ǫ)µL

n
∑

j=1

xj

for anyx = (x1, . . . , xn) ∈ R
n
+ with |x| =

∑n
j=1 xj ≤ R1. Let

Ω1 = {u ∈ X : ||u|| < R1}. (4.22)
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Using a similar argument as in verifying (4.9), we obtain

u 6= τT u for all u ∈ K ∩ ∂Ω1 andτ ∈ [0, 1].

By Lemma 2.7,

i(T , K ∩ Ω1, K) = 1. (4.23)

Let

Ω2 = {u ∈ X : ||u|| < p1}. (4.24)

Then, fori = 1, . . . , n, u ∈ K ∩ ∂Ω2, andt ∈ R, from (A1), we see that

0 ≤ Tiu(t) ≤ di

∫ T

0

bi(s)fi(g(u(s)))ds < p1ξdi

∫ T

0

bi(s)ds.

Thus,

||Tiu||∞ < p1ξdi

∫ T

0

bi(s)ds.

Hence, in view of (2.11), we have

||T u|| =
∞
∑

i=1

||Tiu||∞ < p1ξ
∞
∑

i=1

di

∫ T

0

bi(s)ds = p1 = ||u||.

By Lemma 2.7, it follows that

i(T , K ∩ Ω2, K) = 1. (4.25)

Let

Ω3 = {u ∈ X : ||u|| < p2}. (4.26)

Foru = (u1, . . . , un) ∈ K ∩ ∂Ω3 andt ∈ R, we have

σp1 = σ||u|| = σ
n
∑

j=1

||uj||∞ ≤
n
∑

j=1

uj(t − τj(t)) ≤
n
∑

j=1

||uj||∞ = ||u|| = p1.

Then, fori = 1, . . . , n, from (A2),

Tiu(t) ≥ ci

∫ T

0

bi(s)fi(g(u(s)))ds > σp2ηci

∫ T

0

bi(s)ds,

which implies that

||Tiu||∞ > σp2ηci

∫ T

0

bi(s)ds.

Thus, in view of (2.11), we see that

||T u|| =

∞
∑

i=1

||Tiu||∞ > σp2η

∞
∑

i=1

ci

∫ T

0

bi(s)ds = p2 = ||u||.

By Lemma 2.6,

i(T , K ∩ Ω3, K) = 0. (4.27)

Sincep1 > p2 > R1, from (4.23), (4.25), and (4.27), we reach the conclusions that

i(T , K ∩ (Ω3 \ Ω1), K) = −1 (4.28)
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and

i(T , K ∩ (Ω2 \ Ω3), K) = 1. (4.29)

Hence,T has at least two fixed points,u1 ∈ K ∩ (Ω3 \ Ω1) andu2 ∈ K ∩ (Ω2 \ Ω3).

As in the proof of Theorem 3.1, it is clear thatu1(t) andu2(t) are two positiveT -periodic

solutions of system (1.1).

Now, we assume (B2) holds. Fori = 1, . . . , n, sincefi,∞ > µL, there existsR2 > p1

such that

fi(x) ≥ µL|x| = µL

n
∑

j=1

xj

for anyx = (x1, . . . , xn) ∈ R
n
+ with |x| =

∑n
j=1 xj > σR2. Let

Ω4 = {u ∈ X : ||u|| < R2}. (4.30)

As in demonstrating (4.5), we have

u − T u 6= τφL for all u ∈ K ∩ ∂Ω4 andτ ≥ 0.

By Lemma 2.6,

i(T , K ∩ Ω4, K) = 0. (4.31)

Note that (4.25) and (4.27) still hold in this case. Then, in view of the fact thatR2 > p1 > p2

and from (4.25), (4.27), and (4.31), it follows that (4.29) holds and

i(T , K ∩ (Ω4 \ Ω2), K) = −1. (4.32)

Therefore,T has at least two fixed points,u1 ∈ K ∩ (Ω2 \ Ω3) andu2 ∈ K ∩ (Ω4 \ Ω2),

which are two positiveT -periodic solutions of system (1.1).

The cases where (B3) and (B4) hold can be proved similarly to cases (B1) and (B2).

We omit the details here.

Next, we assume (B5) holds. Since (A1) holds andfi,∞ > µL for i = 1, . . . , n, there

existsR2 > p1 such that (4.25) and (4.31) hold, whereΩ2 andΩ4 are defined by (4.24)

and (4.30) withp1 and the aboveR2. For i = 1, . . . , n, sincefi,0 > µL, using a similar

argument as in verifying (4.19), there existsR3 < p1 such that

i(T , K ∩ Ω5, K) = 0, (4.33)

where

Ω5 = {u ∈ X : ||u|| < R3}.

SinceR2 > p1 > R3, from (4.25), (4.31), and (4.33), we see that

i(T , K ∩ (Ω2 \ Ω5), K) = 1

and

i(T , K ∩ (Ω4 \ Ω2), K) = −1.
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Hence,T has at least two fixed points,u1 ∈ K ∩ (Ω2 \Ω5) andu2 ∈ K ∩ (Ω4 \Ω2), which

are two positiveT -periodic solutions of system (1.1).

The proof when (B6) holds is similar to that of case (B5) and sowe omit the details.

Finally, we prove the “moreover” part of the theorem when both (B1) and (B2) hold.

The proof when both (B3) and (B4) hold is similar. As before, we derive (4.23), (4.25),

(4.27), and (4.31). Hence, (4.28), (4.29), and (4.32) hold.Thus,T has at least three fixed

pointsu1 ∈ K ∩ (Ω3 \Ω1), u2 ∈ K ∩ (Ω2 \Ω3), andu3 ∈ K ∩ (Ω4 \ Ω2), which are three

positiveT -periodic solutions of system (1.1). This completes the proof of the theorem.�

Proof of Corollary 3.5.The conclusion follows from Lemma 2.5 and Theorem 3.4. �

Proof of Corollary 3.6.We first assume (3.8) holds. Forξ andη given in (2.11), by a simple

computation, we see thatξ = C andη = D, whereC andD are defined in (3.9). Then,

from (3.7), it follows that

fi,0 = lim
|x|→0+

fi(x)

|x|
= ∞ > η and fi,∞ = lim inf

|x|→∞

fi(x)

|x|
≥ ν1D > η.

Moreover, for anyp1 satisfying

max
1≤i≤n

(li,1C
−1)1/(1−ki,1) < p1 ≤ m max

1≤i≤n
(li,1C

−1)1/(1−ki,1),

we have

fi(x) ≤ li,1p
ki,1

1 < p1C = p1ξ if 0 ≤ |x| ≤ p1,

i.e., (A1) holds. Thus, (C5) of Corollary 3.5 holds. By a similar argument, we can show

that (C6) of Corollary 3.5 holds iffi satisfies (3.8). The conclusion then follows from

Corollary 3.5. �
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