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ABSTRACT. In this paper we consider the question of weak compactness ofthe set of attainable measures

on a Hilbert space induced by a class of partially observed nonstandard stochastic systems. The system is

perturbed not only by Brownian motion but also by an arbitrary second order random process taking values

from a Hilbert space. Structural controls used are measureswith values from the space of bounded linear

operators,L(Y, X) whereX, Y are the state and output spaces, respectively. We consider several control

problems and prove existence of optimal policies.
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1. INTRODUCTION

In this paper we are interested in partially observed stochastic control problem with

structural controls which are operator valued measures. This is described by a stochastic

differential equation on Hilbert space coupled with an algebraic equation representing noisy

measurement process as follows:

dx = Axdt+B(dt)y(t−) + σ(t)dW (t), t ∈ I ≡ [0, T ], x(0) = x0, (1.1)

y(t) = C(t)x(t) + ξ(t), t ∈ I. (1.2)

The processx is the state,y is the observation, andW and ξ are random processes to

be described shortly. The system is called “partially observed” since the statex is not

accessible; only the noisy measured outputy is available for control. The operatorA is

the infinitesimal generator of aC0-semigroup of bounded linear operators onX andB is

an operator valued measure defined on the sigma algebraΣ of subsets of the setI with

values in the space of bounded linear operators fromY toX. Any change of this operator

valued measure means a structural change of the system or perturbation of the operatorA.

This operator valued measure is considered here as the decision or control variable which

is called the structural control. Our concern here is to study the properties of the set of

attainable measures induced by the system on the state spaceX and prove existence of

optimal controls for several interesting control problems.
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This is a nonstandard stochastic system in several ways. First, it includes direct feed-

back control and its optimal choice. Second, the controls are operator valued measures

much more general than mere operator valued functions. Third, the system is corrupted

not only by Brownian motion; the measurement process is corrupted by a general Hilbert

space valued second order random process, not the standard martingales. All these features

allow a wider class of systems covering the classical ones. These class of systems are not

covered in the literature including the monograms due to Da Prato and Zabczyk [1], [2].

There are both physical and theoretical motivations for study of this class of problems.

For details see [4]. We mention here some physical motivations leading to such models. It is

well known in aerospace engineering, that a change of physical configuration or structure of

an aircraft can significantly alter the flight dynamics. Thisis done by appropriate maneuver

of ailerons, rudders, elevators, wing flaps etc. These are structural controls. In material

sciences, structural changes of molecules, for example polymerization, can produce new

materials with desired properties. Many more examples are given in [4].

In addition to the above physical motivations, there is considerable theoretical interest

in modeling hybrid systems and their control. See, for example, the special issue of the

journal of hybrid Systems [3, p. 490–509], [8, p. 544–567] and [4-7, 9] and the extensive

references there in. Except the recent paper [4], it seems not much work has been done

on stochastic hybrid systems driven by structural controlsbased on partial information.

Here, we consider this problem under relaxed assumptions compared to those used in [4]

and prove existence of optimal structural feedback controls based on an entirely different

approach involving functional analysis on the space of measures on Hilbert space and weak

compactness property of the set of attainable measures.

The rest of the paper is organized as follows. In section 2 some basic notations and

definitions are presented. Precise formulation of the control problem is given in section 3.

In section 4, we study the properties of the set of attainablemeasures on the state space. Re-

sults on the existence of optimal structural feedback controls are presented in section 5 for

several different objective functionals. The paper is concluded with some open problems.

2. NOTATIONS

Let L(Y,X) denote the space of bounded linear operators from a Hilbert spaceY to

a Hilbert spaceX. Furnished with the standard operator norm topology (uniform operator

topology), it is a Banach space. LetI ≡ [0, T ] be a finite interval andΣ the sigma algebra of

subsets of the setI. LetMba(Σ,L(Y,X)) denote the space of all finitely additive bounded

operator valued measures furnished with the total variation norm. For the uniform operator

topology, the variation ofB ∈Mba(Σ,L(Y,X)) on any setJ ∈ Σ is given by

|B|u(J) ≡ sup
π

∑

σ∈π

‖B(σ)‖L(Y,X) (2.1)
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whereπ denotes any finite, disjoint,Σ measurable partition of the setJ . The supremum

is taken over all such partitions. It is well known [10, 11] that, furnished with the total

variation norm,

|B|v ≡ sup{|B|u(σ), σ ∈ Σ}, (2.2)

Mba(Σ,L(Y,X)) is a Banach space. LetMca(Σ,L(Y,X)) denote the class of bounded

countably additive members of this space. Furnished with the total variation norm, as de-

fined above, this is a closed subspace ofMba(Σ,L(Y,X)) and hence also a Banach space.

We denote this space byMcabv(Σ,L(Y,X)) indicating that its members are countably addi-

tive having bounded variation. The setMrcabv(Σ,L(Y,X)) will denote the class of regular

measures contained inMcabv(Σ,L(Y,X)).

Throughout the rest of the paper{X, Y } will denote a pair of separable Hilbert spaces.

This is what we need for study of stochastic systems. For a fixed but arbitrary measure

̺ ∈M+
cabv(Σ), we introduce the following class of operator valued measures

M̺ ≡

{

B ∈Mcabv(Σ,L(Y,X)) : sup
π

{
∑

σ∈π

(

‖B(σ)‖L(Y,X)/̺(σ)
)

̺(σ)
}

≡ |B|̺ <∞

}

,

whereπ denotes any finite and disjointΣ-measurable partition of the intervalI. Here we

use the convention0/0 = 1. SinceX, Y are Hilbert spaces, for everyB ∈M̺, there exists

anL(Y,X) valued measurable functionFB defined onI such that

B(σ)ζ =

∫

σ

FB(t)ζ ̺(dt), ζ ∈ Y, σ ∈ Σ,

with |B|̺ =
∫

I
‖FB(t)‖L(Y,X)̺(dt). It is easy to see thatM̺ is a Banach space with respect

to this norm topology. A setΓ ⊂M̺ is bounded if there exists a finite positive numberCΓ

such that

sup{|B|̺, B ∈ Γ} ≤ CΓ.

For admissible structural controls, we choose a weakly compact subsetΓ of M̺.

Definition 2.1 A bounded setΓ ⊂ M̺ is said to be conditionally weakly compact if for

every generalized sequence{Bn} ∈ Γ, there exists a generalized subsequence, relabeled as

the original sequence, and an elementBo ∈M̺ such that
∫

I

〈g(t), Bn(dt)f(t)〉X −→

∫

I

〈g(t), Bo(dt)f(t)〉X (2.3)

for everyf ∈ B∞(I, Y ) andg ∈ B∞(I,X). And it is said to be weakly compact if the

limit Bo ∈ Γ.

For details on vector measures, the reader is refereed to thewell known books of

Diestel and Uhl [10] and Dunford and Schwartz [11].

For any Banach spaceZ, the space of nuclear operators (also called trace class opera-

tors) is a subset of the space of bounded linear operatorsL(Z) and it is denoted byL1(Z).

The collection of positive members ofL1(Z) is denoted byL+
1 (Z). We useB∞(I, Z) to
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denote the vector space of boundedΣ-measurable functions with values inZ. Furnished

with the supnorm topology it is a Banach space.

Additional notations will be introduced as and when required.

3. ATTAINABLE SET OF MEASURES

Let (Ω,F ,Ft≥0,P) be a complete filtered probability space. The filtration{Ft, t ≥ 0}

is a family of increasing right continuous complete subsigma algebras of the sigma-algebra

F with P being the probability measure defined onF . According to standard notation,

the expected value of a random variableh is denoted byE(h) ≡
∫

Ω
h(ω)P(dw) ≡ h̄. Let

{X, Y,H} denote three separable real Hilbert spaces,X denoting the state space,Y the

output space andH the space where the Brownian motion takes values from. Consider the

partially observed stochastic system on the Hilbert spaces{X, Y,H} given by

dx = Axdt+B(dt)y(t−) + σ(t)dW (t), t ∈ I ≡ [0, T ], x(0) = x0, (3.1)

y(t) = C(t)x(t) + ξ(t), t ∈ I, (3.2)

wherex is the state andy is the observation. The system is called “partially observed”

since the statex is not accessible; only the noisy measured outputy is available for control.

Our general assumptions are as follows. The operatorA is the infinitesimal generator of a

C0-semigroupS(t), t ≥ 0, onX andB ∈ Mcabv(Σ,L(Y,X)), σ ∈ B∞(I,L(H,X)), W

is anH valued Brownian motion with covarianceQ ∈ L+
s (H), (the class of positive self

adjoint linear operators inX),C ∈ B∞(I,L(X, Y ))∩C(I,L(X, Y )) andξ is a measurable

random process taking values fromY . Without further notice, it is always assumed that all

the random processes are adapted to the filtrationFt, t ≥ 0.

Let Γ ⊂ M̺ ⊂ Mcabv(Σ,L(Y,X)) denote the class of admissible controls. The oper-

ator valued measureB ∈ Γ represents structural control which is activated by observation

y controlling the processx.

We need the following result.

Lemma 3.1 SupposeA generates aC0-semigroupS(t), t ≥ 0, on X andC ∈ B∞(I,

L(X, Y )) ∩ C(I,L(X, Y )). Then for everyB ∈ Mcabv(Σ,L(Y,X)) there exists a unique

strongly measurable bounded evolution operatorUB(t, s), 0 ≤ s < t ≤ T , such that the

evolution equation

dz = Azdt+B(dt)C(t)z(t−), z(s) = ζ ∈ X, t ∈ [s, T ], (3.3)

has a unique mild solutionz ∈ B∞([s, T ], X) given byz(t) = UB(t, s)ζ , t ≥ s. Further it

is easy to verify that

sup{‖UB(t, s)‖L(X), B ∈ Γ} ≤ b ≡M exp{MCCΓ},

whereM ≡ sup{‖S(t)‖, t ∈ I},C ≡ sup{‖C(t)‖L(X,Y ), t ∈ I}, andCΓ ≡ sup{|B|̺, B ∈

Γ}.
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Proof. The proof is based on Banach fixed point theorem similar to that given in [4]. For

a-priori bounds, it uses a generalized Gronwall type inequality proved in [9, Lemma 5].�

Substituting the observation processy given by equation (3.2) into equation (3.1) we

obtain the feedback system

dx = Axdt+B(dt)C(t)x(t−) +B(dt)ξ(t) + σ(t)dW (t), x(0) = x0, t ∈ I. (3.4)

It follows from Lemma 3.1 and Dhumels formula that for everyB ∈ Mcabv(Σ,L(Y,X))

the mild solution of equation (3.4) is given by

x(t) = xB(t) = UB(t, 0)x0 +

∫ t

0

UB(t, s)B(ds)ξ(s)

+

∫ t

0

UB(t, s)σ(s)dW (s), t ∈ I. (3.5)

LetB(X) denote the sigma algebra of Borel subsets of the (separable)Hilbert spaceX and

M1(X) the space of probability measures onB(X). For eachB ∈ Γ andt ∈ I, define the

measure onB(X) by

µB
t (σ) ≡ Prob.{xB(t) ∈ σ}, σ ∈ B(X).

We are interested in the attainable set of measures

A(t) ≡ {µB
t , B ∈ Γ}, t ∈ I (3.6)

and their application to control problems.

In particular, we consider the following control problems for the feedback system (3.4).

P1: Let D ⊂ X be a given closed target set. Our problem is to find a structural control

Bo ∈ Γ for the feedback system (3.4) such that the probability of hitting this target at time

T is maximum. Mathematically this can be formulated as follows. DefineJ1(B) ≡ µB
T (D)

and find aBo ∈ Γ such that

J1(B
o) ≥ J1(B) ∀ B ∈ Γ. (3.7)

P2: Another problem of similar nature is the evasion problem. Here an open setO ⊂ X is

given which is hazardous (forbidden) and must be avoided as far as possible. The problem

is to find a structural controlBo ∈ Γ for the feedback system (3.4) that minimizes the

encounter probability with the setO given byJ2(B) ≡ µB
T (O). That is, findBo ∈ Γ such

that

J2(B
o) ≤ J2(B)) ∀ B ∈ Γ. (3.8)

P3: Let ψ : I × X −→ R be a real valued function measurable in the first argument and

continuous in the second, andν is a countably additive bounded positive measure. The
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problem is to find a structural control for the system (3.4) that minimizes the functionalJ3

given by,

J3(B) ≡

∫

I

∫

X

ψ(t, x)µB
t (dx)ν(dt). (3.9)

P4: Let ϕi ∈ BC(X), ti(distinct)∈ I, i = 1, 2, . . .m andF : Rm −→ R a lower semi-

continuous function. The problem is to find a structural control for the system (3.4) that

minimizes the functionalJ4(B) given by

J4(B) ≡ F
(

µB
t1
(ϕ1), µ

B
t2
(ϕ2), . . . , µ

B
tm

(ϕm)
)

, (3.10)

whereµt(ϕ) ≡
∫

X
ϕ(x)µt(dx).

We are interested in the question of existence of optimal controls for the above prob-

lems subject to the dynamic constraints (3.1)-(3.2) or equivalently equation (3.4).

4. COMPACTNESS OF ATTAINABLE SETS

In this section we prove that the attainable set of measures,as defined by the expression

(3.6), is conditionally weakly compact. For this we need thefollowing preliminary results.

Without loss of generality, we assume that the mean of the random processξ is zero.

Thus, the evolution equation satisfied by the mean of the processx is given by

dx̄ = Ax̄dt+B(dt)C(t)x̄(t−), x̄(0) = x̄0.

Clearly the solution of this equation is given by

x̄(t) ≡ x̄B(t) = UB(t, 0)x̄0,

whereUB is the evolution operator corresponding toB ∈ Γ as given by Lemma 3.1. Con-

sequently, the error process{e ≡ x− x̄} satisfies the evolution equation

de = Aedt+B(dt)C(t)e(t−) +B(dt)ξ(t) + σ(t)dW (t), e(0) = e0, t ∈ I. (4.1)

LetP0 denote the covariance operator corresponding tox0 given by(P0ζ, ζ) ≡ E{(e0, ζ)
2
X},

ζ ∈ X. Let Q ∈ L+
s (H)(space of positive self adjoint operators inH) denote the incre-

mental covariance of the Wiener processW taking values fromH andQ̂(t) ≡ σ(t)Qσ∗(t),

t ≥ 0, taking values fromL+
s (X). We assume that the random process{ξ(t), t ≥ 0}

satisfies the following property:

A(Ξ) : The process{ξ(t), t ≥ 0} is anFt-adaptedY valued second order centered random

process and there exists aβ ∈ R such that for the given finite intervalI ≡ [0, T ],

sup{E|ξ(t)|2Y , t ∈ I} ≤ β2 <∞.

Lemma 4.1Consider the system (4.1) and suppose the assumptions of Lemma 3.1 hold,

and the random elements{x0,W, ξ} are stochastically independent. Then the covariance of
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the process{xB ≡ x(t), t ∈ I} determined by equation (3.5), corresponding to any choice

of the control measureB ∈Mcabv(Σ,L(Y,X)), is given by the following expression

PB(t) = UB(t, 0)P0U
∗
B(t, 0) +

∫ t

0

UB(t, r)Q̂(r)U∗
B(t, r)dr

+

∫ t

0

∫ t

0

UB(t, s)B(ds)K̃(s, τ)B∗(dτ)U∗
B(t, τ),

≡ PB
α (t) + PB

β (t) + PB
γ (t), t ∈ I, (4.2)

whereK̃ is the correlation kernel of the process{ξ} given by

(K̃(s, τ)y, z)Y ≡ E{(ξ(s), y)(ξ(τ), z)}, y, z ∈ Y, (4.3)

for (s, τ) ∈ I.

Proof. Using the evolution operatorUB given by Lemma 3.1, the (mild) solution of the

evolution equation (4.1) for the error process{e} is given by

e(t) = UB(t, 0)e0 +

∫ t

0

UB(t, s)B(ds)ξ(s) +

∫ t

0

UB(t, s)σ(s)dW (s), t ∈ I. (4.4)

Now using the standard definition of the covariance-operator valued functionPB, given by

(PB(t)z, z) ≡ E{(e(t), z)2}, z ∈ X, t ∈ I,

it follows from straightforward computation using (4.4) and the independence assumption

for {x0,W, ξ} thatPB is given by the expression (4.2). �

Lemma 4.2Consider the system (4.1) and suppose the assumptions of Lemma 3.1 hold,

P0 ∈ L+
1 (X), Q̂ ∈ L1(I,L

+
1 (X)), and the random processξ satisfies the assumptionA(Ξ).

The admissible set of structural controlsΓ ⊂M̺ is bounded byCΓ. Then for eachB ∈ Γ,

the covariancePB ∈ B∞(I,L+
1 (X)), and there exists a finite positive numberπ̂ such that

sup{Tr(PB(t)), t ∈ I, B ∈ Γ} ≤ π̂.

Proof. By virtue of Lemma 3.1, we have

sup{‖UB(t, s)‖, 0 ≤ s ≤ t ≤ T,B ∈ Γ} ≤ b <∞. (4.5)

We show that for eacht ∈ I, PB(t) is nuclear, positive, and thatPB ∈ B∞(I,L+
1 (X)).

Starting withPB
α , it is easy to see that

Tr(PB
α (t)) ≤ b2Tr(P0), t ∈ I, B ∈ Γ, (4.6)

and hence, by nuclearity and positivity ofP0, and finiteness of the intervalI, we have

PB
α ∈ B∞(I,L+

1 (X)). Similarly, forPB
β we have,

Tr(PB
β (t)) ≤ b2

∫

I

Tr(Q̂(s))ds, t ∈ I, B ∈ Γ, (4.7)

and sinceQ̂ ∈ L1(I,L
+
1 (X)) we havePB

β ∈ B∞(I,L+
1 (X)). Now we consider the last

termPB
γ (t). Note that, for eachτ, s ∈ I, it follows from the definition of the kernel̃K given
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by (4.3) and the assumptionA(Ξ) that K̃(τ, s) ∈ L(Y ) andK̃∗(τ, s) = K̃(s, τ) for all

τ, s ∈ I, and(K̃(τ, τ)y, y) ≥ 0 for all y ∈ Y . Further, for any complete orthonormal basis

{yi} of the Hilbert spaceY , it follows from the second order property ofξ as mentioned

above and Fubini’s theorem that
∫

I

∫

I

∞
∑

i=1

|(K̃(τ, s)yi, yi)|dτds ≤ ℓ(I)
(

∫

I

E|ξ(t)|2Y dt
)

<∞, (4.8)

with ℓ(I) denoting the Lebesgue measure of the setI. This means that̃K ∈ L1(I ×

I,L1(Y )). In other words, the kernel̃K(τ, s) defined onI × I takes values from the space

of nuclear operatorsL1(Y ) and that the integral of its nuclear norm is bounded as shown

in (4.8). Also, by the same assumption(A(Ξ)), it is easy to verify that

sup{‖K̃(τ, s)‖L(Y ), (τ, s) ∈ I × I} ≤ β2,

and hence we havẽK ∈ B∞(I × I,L(Y )) also. Further, sinceI is a finite interval, this

implies thatK̃ ∈ L2(I × I,L(Y )). Using this kernel, we introduce the integral operatorK

as follows

(Kϕ)(t) ≡

∫

I

K̃(t, s)ϕ(s)ds, t ∈ I. (4.9)

It is easy to verify that

‖Kϕ‖L2(I,Y ) ≤ βℓ(I)‖ϕ‖L2(I,Y ).

Thus,K is a bounded linear operator on the Hilbert spaceL2(I, Y ). The reader can easily

verify that it is also positive and selfadjoint. Further, itfollows from the inequality (4.8)

that it is also nuclear and so compact. Thus, it follows from the well known spectral theory

for compact operators thatK has discrete spectrum having the representation

K =
∑

i

kiψi ⊗ ψi,

where{ψi} can be chosen as the eigenfunctions of the operatorK with the corresponding

eigenvalues{ki}. The eigenvalues are all real and positive (nonnegative) with finite mul-

tiplicity. The eigenfunctions are orthogonal and we may assume that they are normalized.

Clearly,Tr(K) =
∑∞

j=1 kj <∞. ConsideringPB
γ , let us define the measures

µj
B(σ) ≡

∫

σ

B(ds)ψj(s), j ∈ N, σ ∈ Σ. (4.10)

By virtue of assumptionA(Ξ), we have seen that̃K ∈ B∞(I×I,L(Y )) and the associated

integral operatorK is bounded and hence its spectrum is contained in a bounded subset of

[0,∞). Therefore, without any loss of generality, we may assume that the set{ψi}, which

is orthonormal inL2(I, Y ), is contained in a bounded subset ofB∞(I, Y ). Hence, there

exists a finite positive numberη so thatsup{‖ψj‖B∞(I,Y ), j ∈ N} ≤ η. Using this bound,

it follows from (4.10) that

|µj
B|v ≤ ‖ψj‖B∞(I,Y )|B|̺ ≤ η|B|̺. (4.11)
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Thus,µj
B ∈Mcabv(Σ, X) for all j ∈ N and

sup{|µj
B|v, j ∈ N,B ∈M̺} ≤ ηCΓ.

Now, taking the trace ofPB
γ (t) with respect to any ortho-normal basis of the Hilbert space

X, it follows from simple computations that

Tr(PB
γ (t)) =

∞
∑

j=1

kj

(

‖

∫ t

0

UB(t, s)µj
B(ds)‖2

X

)

≤ b2
∑

kj|µ
j
B|

2
v.

Hence,

Tr(PB
γ (t)) ≤ (bηCΓ)2 Tr(K) <∞, ∀ t ∈ I, B ∈ Γ. (4.12)

SinceK is a positive nuclear operator, this shows thatPB
γ ∈ B∞(I,L+

1 (X)). Summarizing

the above results we havePB ∈ B∞(I,L+
1 (X)) for eachB ∈ Γ. Since the inequalities

(4.5),(4.6),(4.7) and (4.12) hold uniformly with respect to B ∈ Γ, there exists a finite

positive number̂π that
{

Tr(PB(t)), t ∈ I, B ∈ Γ
}

≤ π̂ <∞. (4.13)

That is, the set{PB, B ∈ Γ} is a bounded subset ofB∞(I,L+
1 (X)). �

The following corollary readily follows from Lemma 4.2.

Corollary 4.3 Under the assumptions of Lemma 4.2, for eachB ∈ Γ, the processxB ≡

xB(t), t ∈ I, given by the expression (3.5) is a second orderX valuedFt-adapted ran-

dom process. In particular,xB ∈ B∞(I, L2(Ω, X)) with the mean given bȳxB(t) =

UB(t, 0)x̄0, t ∈ I, and the covariancePB(t), t ∈ I, given by the expression (4.2) and so for

eacht ∈ I, the attainable set of measuresA(t) have finite second moments.

Now we are prepared to prove compactness of the attainable sets {A(t), t ∈ I}. For

eachn ∈ N , let Πn denote the projector in the Hilbert spaceX given by

ΠnX ≡ {ζ ∈ X : ζ ≡
∑

i>n

(ζ, xi)xi},

where{xi} is any complete orthonormal basis of the Hilbert spaceX.

Theorem 4.4Let {xi} be any complete orthonormal basis of the Hilbert spaceX and

suppose the assumptions of Lemma 4.2 hold. Further assume that the evolution operator

UB(t, s), 0 ≤ s ≤ t ≤ T , is compact fors < t satisfying the following conditions:

(α) : lim
n→∞

∞
∑

j=1

po
j‖Π

nUB(t, 0)xj‖
2
X −→ 0,

(β) : lim
n→∞

∞
∑

j=1

∫ t

0

qj(s)‖Π
nUB(t, s)xj‖

2
Xds −→ 0,

(γ) : lim
n→∞

∞
∑

j=1

kj‖Π
n

(
∫ t

0

UB(t, s)µj
B(ds)

)

‖2
X −→ 0
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uniformly with respect toB ∈ Γ. Then, for eacht ∈ I, the attainable setA(t) given by

(3.6) is a conditionally weakly compact subset ofM1(X).

Proof. It is well known [8, Theorem 2, p. 377], that for a subsetM0 ⊂ M1(X) to be condi-

tionally weakly compact (called weakly compact in the Russian literature), it is necessary

and sufficient that the following conditions hold:

(1): for everyε > 0 there exists a numberc > 0 such thatµ{x ∈ X : |x|X > c} < ε

for all µ ∈M0.

(2): The series
∑

i≥1(Qµxi, xi) is convergent uniformly inµ ∈M0, whereQµ is given

by

(Qµξ, ξ) ≡

∫

X

(x, ξ)2
X µ(dx), ξ ∈ X.

Here we are interested in sufficient conditions for conditional weak compactness of the

attainable setsA(t), t ∈ I. Therefore, we shall verify that forM0 ≡ A(t), t ∈ I, the

conditions(α), (β) and(γ) imply conditions (1) and (2) as stated above. First note thatfor

everyB ∈ Mcabv(Σ,L(Y,X)), the solutionxB, given by the expression (3.5), satisfies the

relation

E|xB(t)|2X = Tr(PB(t)) + |x̄B(t)|2X , t ∈ I, (4.14)

and hence it follows from (4.5) and (4.13) that

E|xB(t)|2X ≤ π̂ + b2|x̄0|
2
X <∞, ∀ t ∈ I, B ∈ Γ,

and consequently by Chebyshev’s inequality, for anyc > 0, andt ∈ I,

µB
t {x ∈ X : |x| > c} ≡ Prob.{|xB(t)|X > c} ≤ (1/c2)(π̂ + b2|x̄0|

2)

uniformly with respect toB ∈ Γ. Thus, by definition of the attainable set given by the

expression (3.6), it follows from this that

µ{x ∈ X : |x| > c} ≤ (1/c2)(π̂ + b2|x̄0|
2)

uniformly with respect toµ ∈ A(t). Hence, for eachε > 0 there exists ac > 0 finite such

that

µ{x ∈ X : |x| > c} < ε, ∀ µ ∈ A(t),

verifying condition (1). Next, we verify condition (2). In view of the expression (4.14),

it suffices to verify that the series
∑

i≥1(P
B(t)xi, xi) is convergent uniformly with respect

to B ∈ Γ. Using any basis{xi} of X, we compute
∑

i>n(PB(t)xi, xi) and verify that it

converges to zero uniformly with respect toB ∈ Γ asn → ∞. We consider term by term

the expression (4.2). SinceP 0 ∈ L+
1 (X) there existsp0 ≡ (p0

j) ∈ ℓ+1 such thatP 0 has the

representationP 0 ≡
∑

po
j xj ⊗ xj . Hence, it follows from a simple computation that

∑

i>n

(PB
α (t)xi, xi) =

∞
∑

j=1

p0
j |Π

nUB(t, 0)xj |
2
X . (4.15)
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By our assumption,̂Q ∈ L1(I,L
+
1 (X)) and hence there existsq ∈ L1(I, ℓ

+
1 ) such that

Q̂(t) =

∞
∑

j=1

qj(t) xj ⊗ xj .

Recalling the expression forPB
β given by the second term of equation (4.2) and using the

representation of̂Q it follows from simple computation that

∑

i>n

(PB
β (t)xi, xi) =

∑

j≥1

∫ t

0

qj(s)|Π
nUB(t, s)xj|

2
Xds. (4.16)

Considering the last term and using the spectral representation of the correlation operator

K given by equation (4.9), it follows from straight forward computation that

∑

i>n

(

PB
γ (t)xi, xi

)

=
∑

i>n

∞
∑

j=1

kj(

∫ t

0

UB(t, s)B(ds)ψj(s), xi)
2
X

=

∞
∑

j=1

kj|Π
n
(

∫ t

0

UB(t, s)B(ds)ψj(s)
)

|2X

=

∞
∑

j=1

kj|Π
n
(

∫ t

0

UB(t, s)µj
B(ds)

)

|2X , (4.17)

whereµj
B is aY valued vector measure given by

µj
B(∆) ≡

∫

∆

B(ds)ψj(s), ∆ ∈ Σ.

In view of the assumptions(α), (β), (γ), it follows from the expressions (4.15), (4.16) and

(4.17) that for everyε > 0, there exists an integernε such that

sup{
∑

i>n

(PB(t)xi, xi), B ∈ Γ} < ε, (4.18)

for all n ≥ nε. Sinceε > 0 is arbitrary, it follows from this that the series
∑

i≥1(P
B(t)xi, xi)

is convergent uniformly with respect toB ∈ Γ. Thus, we have condition (2) and hence, for

eacht ∈ I, A(t) is conditionally weakly compact. This completes the proof. �

Remark. Under the assumptions of Lemma 4.2 and compactness of the evolution operator

UB(t, s) for 0 ≤ s < t ≤ T , the conditions(α) − (γ) are also necessary. This follows

readily from the equivalence of the two expressions

{
∑

i>n

(PB(t)xi, xi), B ∈ Γ} and{
∑

i>n

(Qµxi, xi), µ ∈ A(t)},

whereQµ is the covariance operator associated with any measureµ ∈ A(t).
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5. EXISTENCE OF OPTIMAL POLICIES

Now we are prepared to consider the control problems stated in Section 3. First we

consider problem P1.

Theorem 5.1Consider the control problem P1 subject to the system (3.1)-(3.2) or equiv-

alently equation (3.4) and suppose the assumptions of Theorem 4.4 hold and further the

admissible set of structural controlsΓ is a weakly sequentially compact subset ofM̺ ⊂

Mcabv(Σ,L(Y,X)). Then the problem P1 has a solution.

Proof. Define the functional̃J1 on M1(X) by J̃1(µ) ≡ µ(D) whereD is the target set

as described in the problem P1. Thus, the stated problem is equivalent to the following

problem: findµo ∈ A(T ) that maximizes the functional̃J1 on the attainable setA(T ). We

prove the existence of such aµo by verifying thatA(T ) is weakly sequentially compact and

that J̃1 is weakly upper semicontinuous (w.u.s.c). By Theorem 4.4,A(T ) is conditionally

weakly compact and so we prove that it is weakly closed. By a direct computation using

the expression (4.2), we can show thatTr(Pn(T )) −→ Tr(Po(T )) wheneverBn w
−→ Bo

in Γ ⊂ M̺. This means that‖xn(T )‖L2(Ω,X) −→ ‖xo(T )‖L2(Ω,X) wherexn andxo are

the (mild) solutions of equation (3.4) corresponding toBn andBo, respectively. Using

equation (3.5), we show thatxn(T )
w

−→ xo(T ) in L2(Ω, X) wheneverBn w
−→ Bo in Γ ⊂

M̺. SinceL2(Ω, X) is a Hilbert space, it is a locally uniformly convex space andtherefore

it follows from well known Radon-Riesz theorem thatxn(T )
s

−→ xo(T ) in L2(Ω, X).

Thus, the mapB −→ xB(T ) from Γ ⊂ M̺ to L2(Ω, X) is continuous with respect to

the weak topology onM̺ and norm topology ofL2(Ω, X). Clearly, norm convergence

in L2(Ω, X) implies weak convergence inM1(X). Hence, the mapB −→ µB
T from M̺

to M1(X) is weak-weak continuous. It follows from this that every weakly convergent

sequence fromA(T ) has its limit inA(T ). ThusA(T ) is also weakly closed and hence

it is weakly compact. For the proof of weak u.s.c ofJ̃1, let {µα} be any net (generalized

sequence) fromA(T ) and suppose it converges weakly toµ. SinceD is a closed subset of

X, andX is a Hilbert space and so a complete metric space with respectits norm topology,

it follows from a well known result [12, Theorem 6.1, p. 40] that

limµα(D) ≤ µ(D).

Thus, by the definition of̃J1, we havelim J̃1(µα) ≤ J̃1(µ) proving weak u.s.c. Hence, there

exists aµo ∈ A(T ) at which J̃1 attains its supremum. Therefore, there exists aBo ∈ Γ

such thatµBo

T = µo. This proves the existence of an optimal (structural) control and hence

problem P1 has a solution.�

Now we consider problem P2.

Theorem 5.2Consider the control problem P2 subject to the system (3.4) and suppose

the assumptions of Theorem 4.4 hold. Further assume that theadmissible set of structural
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controlsΓ is a weakly sequentially compact subset ofM̺. Then the problem P2 has a

solution.

Proof. The proof is identical to that of the preceding theorem only with minor changes. In

this case the functional̃J2 related toJ2 is weakly lower semicontinuous (w.l.s.c) and this

follows again from the fact that for open sets

µ(O) ≤ limµα(O)

wheneverµα
w

−→ µ [12, Theorem 6.1, p. 40]. Thus,̃J2 is weakly lower semicontinuous

and hence it attains its minimum onA(T ). This in turn implies the existence of an optimal

policy. Hence, the problem P2 has a solution. �

Now we consider problem P3. LetBC(X) denote the space of bounded real valued

continuous functions defined onX furnished with the standard sup norm topology. A

probability measure valued functionµ : I −→ M1(X) is said to be weakly measurable if

for everyf ∈ BC(X), the functiont −→ µt(f) ≡
∫

X
f(x)µt(dx) is a measurable scalar

valued function taking values from the real number system. Recall thatM1(X) furnished

with the weak topology is a Hausdorff topological space. Thus, the function spaceM1(X)I

is a Tychonoff space in the product topology.

We introduce the following class of measure valued functionsTad associated with the

attainable setsA(t), t ∈ I.

Tad ≡
{

µ : I −→ M1(X) such that it is weakly measurable,

and thatµt ∈ A(t) ∀ t ∈ I
}

.

Clearly, this is a subcollection of the function space(M1(X))I . This is given the topology

of point wise convergence onI in the weak topology ofM1(X). Naturally, a sequence

µn ∈ Tad is said to converge weakly toµ ∈ Tad if for every t ∈ I andϕ ∈ BC(X),

µn
t (ϕ) −→ µt(ϕ). Note that the setTad furnished with the topology of point wise con-

vergence onI in the weak topology ofM1(X) is a weakly compact subset of(M1(X))I .

This follows easily from [13, Theorem 42.2, p. 278].

Theorem 5.3Consider the control problem P3 subject to the system (3.4) and suppose the

assumptions of Theorem 4.4 hold. Further, assume that the admissible set of structural

controlsΓ is a weakly sequentially compact subset ofM̺ ⊂ Mcabv(Σ,L(Y,X)). Let

ψ : I×X −→ R be a real valued function measurable in the first argument andcontinuous

in the second, andν ∈ M+
cabv(Σ). Suppose there existc1 ∈ L1(I, ν) andc2 ≥ 0 such that

|ψ(t, x)| ≤ c1(t) + c2|x|
2
X , t ∈ I, x ∈ X.

Then the problem P3 has a solution.
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Proof. First note that the functionalJ3 defined onΓ is equivalent to the functional̃J3

defined onTad given by

J̃3(µ) ≡

∫

I

∫

X

ψ(t, x)µt(dx)ν(dt), µ ∈ Tad. (5.1)

The functionalJ̃3 is bounded for eachµ ∈ Tad. Indeed, for anyµ ∈ Tad, µt ∈ A(t) and so

by Corollary 4.3 it has finite second moment. Hence, it follows from the assumption onψ

and the identity (4.14) with the associated estimate following the identity that

|J̃3(µ)| ≤

∫

I

∫

X

{c1(t) + c2|x|
2
X}µt(dx)ν(dt)

≤

∫

I

c1(t)ν(dt) + c2

∫

I

{Tr(P µ(t)) + |x̄µ(t)|2X}ν(dt)

≤ ‖c1‖L1(I,ν) + c2(π̂ + b2|x̄0|
2
X)|ν|v. (5.2)

Sinceν has bounded variation and the expression on the righthand side of the above in-

equality is independent of the choice ofµ ∈ Tad, it follows from this thatJ̃3 is uniformly

bounded onTad. Thus,inf{J̃3(µ), µ ∈ Tad} > −∞. We show that the infimum is attained

onTad. SinceTad is weakly compact, it suffices to verify that̃J3 is weakly continuous. Let

µn w
−→ µo in Tad. Then, for eacht ∈ I andϕ ∈ BC(X), µn

t (ϕ) −→ µo
t (ϕ). For any finite

positive numberr, let Br ⊂ X denote the closed ball of radiusr centered at the origin.

Define

ψr(t, x) =







ψ(t, x), for x ∈ Br

ψ(t, rx/|x|X), for x 6∈ Br.

Clearly, forν almost allt ∈ I, ψr(t, ·) ∈ BC(X) and

|ψr(t, x)| ≤ c1(t) + c2r
2, ∀ t ∈ I, andx ∈ X,

andψr −→ ψ for each(t, x) ∈ I×X. Thus, forν almost allt ∈ I, and every finite number

r > 0, we have, asn→ ∞,

gr,n(t) ≡

∫

X

ψr(t, x)µ
n
t (dx) −→

∫

X

ψr(t, x)µ
o
t (dx) ≡ gr,o(t). (5.3)

Therefore, by Lebesgue dominated convergence theorem we have, asn→ ∞,
∫

I

gr,n(t)ν(dt) −→

∫

I

gr,o(t)ν(dt) for each finiter > 0.

Clearly, this is equivalent to the following statement

J̃3,r(µ
n) −→ J̃3,r(µ

o) (5.4)

asn → ∞. Hence,µ −→ J̃3,r(µ) is weakly continuous for each finite positive number

r. Since the elements ofTad have bounded second moments, it follows from the estimate

(5.2) that

sup{J̃3,r(µ), r > 0, µ ∈ Tad} <∞.
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Thus, we havelimr→∞ limn→∞ J̃3,r(µ
n) = limr→∞ J̃3,r(µ

o) = J̃3(µ
o) and we conclude

thatµ −→ J̃3(µ) is weakly continuous onTad. And sinceTad is weakly compact it follows

from the abstract Wierstrass theorem thatJ̃3 attains its minimum onTad. This in turn

implies that there exists a control policyBo ∈ Γ at whichJ3(B) attains its minimum.

Thus, problem P3 has a solution. �

Next we consider problem P4.

Theorem 5.4Consider the control problem P4 subject to the feedback system (3.4) and

suppose the assumptions of Theorem 4.4 hold. Further, assume that the admissible set of

structural controlsΓ is a weakly sequentially compact subset ofM̺. Letϕi ∈ BC(X), ti ∈

I, (distinct)i = 1, 2, . . .m andF : Rm −→ R is a lower semicontinuous function satisfy-

ing

inf{F (ζ), ζ ∈ Rm} > −∞. (5.5)

Then problem P4 has a solution.

Proof. Clearly the expression (3.10) is equivalent to

J̃4(µ) ≡ F
(

µt1(ϕ1), µt2(ϕ2), . . . , µtm(ϕm)
)

(5.6)

for µ ∈ Tad. Let {µn} ∈ Tad be a minimizing sequence for̃J4. SinceTad is weakly

sequentially compact, there exists a subsequence of the sequence{µn}, relabeled as the

original sequence, and an elementµo ∈ Tad such thatµn w
−→ µo. This, along with the

assumption thatϕi ∈ BC(X), implies that for eachti ∈ I,

µn
ti
(ϕi) ≡

∫

X

ϕi(x)µ
n
ti
(dx) −→

∫

X

ϕi(x)µ
o
ti
(dx) ≡ µo

ti
(ϕi).

Hence, it follows from the lower semicontinuity ofF on Rm that the functionalµ −→

J̃4(µ) given by (5.6) is weakly lower semicontinuous onTad and by virtue of the assumption

(5.5),

inf{J̃4(µ), µ ∈ Tad} > −∞.

Hence,J̃4 attains its minimum onTad. Thus,J4(B) attains its minimum onΓ proving that

problem P4 has a solution. �

P5: Another problem of significant interest is: findBo ∈ Γ that minimizes the Prohorov

distance of a target measureµo ∈ M1(X) from the attainable setA(T ). The cost functional

in this case is given by the Prohorov metric which we denote byρ. Then the problem is to

find aµ∗ ∈ A(T ) that minimizes the functional

J̃5(µ) = ρ(µo, µ).

Since the Prohorov metric is equivalent to the topology of weak convergence, it is obvious

thatµ −→ J̃5(µ) is weakly continuous. Thus,̃J5 attains its minimum on the attainable set

A(T ) which is weakly compact. Hence an optimal policy exists.
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The reader may find many other interesting problems of this nature, like minimal time

problems.

Open Problems: We mention here two open problems. (1): Development of necessary

conditions of optimality. (2): Extension to nonlinear systems.
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