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1. INTRODUCTION

In the description of observations of evolution phenomena, difference equations
play an important role, because most of the observations are measurements of time
and are discrete. The theory of difference equations has been developed as a natural

discrete analogue of corresponding theory of differential equations.

Though the idea of fractional calculus has been in existence for more than three
centuries, much is not done in the theory of nonlinear fractional dynamical systems.

The discrete counterpart of the fractional differential equations is discussed in [4].

In J. B. Diaz and T. J. Osler [5], the fractional difference operator is defined
by the index of differencing to be any real or complex number, in the expression
of n'" difference of a function. Later, R. Hirota [9], defined the difference operator
V¢ as the first n terms of the Taylor series of [%]a where € is interval length.
G. V. S. R. Deekshitulu and J. Jagan Mohan [4] modified the definition of Atsushi
Nagai [1] for 0 < a < 1 in such a way that the expression for V* does not involve
any difference operator and using which some basic difference inequalities have been
established. In this paper using the definition given in [4], discrete fractional Bihari

inequality and more general inequalities have been obtained.
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2. PRELIMINARIES

Let u,, be any function defined for n € NI where NI = {a,a+ 1,a +2,...} for
a € Z. Hirota [9] took the first n terms of Taylor series of A® = e %(1 — B)® and

gave the following definition.

Definition 2.1. Let a € R. Then difference operator of order « is defined by

o e (O, a# 12,0
A—”u"_{ —mZ] 0( )( )un —jy a=m € L. (21)

Here (%), (a € R,n € Z) stands for a binomial coefficient defined by

I'(a+1)
a Ma—ntDT(nr) "~ 0
( ) =<1 n=0 (2.2)
n
0 n < 0.

In 2002, Atsushi Nagai [1] introduced another definition of fractional difference which

is a slight modification of Hirota’s fractional difference operator.

Definition 2.2. Let « € R and m be an integer such that m —1 < a < m. The

difference operator A, _,, of order « is defined as

n—1
ALy = ACAT gy, =Ty (O‘ ; m) (1) A",y (2.3)

G. V. S. R. Deekshitulu and J. Jagan Mohan [4] gave the following definition.

Definition 2.3. Let a € R such that 0 < o« < 1. The difference operator V of order

« is defined as )
Vou, =Y (9 - O‘) Vi, ;. (2.4)

=0~/
Remark 1. For any a € R (0 < aw < 1),
n—1 .
VU, =y (j j;a) Vi, ;. (2.5)
=0

Further V*u,, and V~™%u,, can be expressed in the terms of the arguments of wu,,
as forany a e R (0 < a < 1),

n—1 .
— 1= _
Vin =t <n n—1 a) <j a) s (26)
7j=1

n—1

e n—1+a«a 1 J+a
V™%, = u, ( n—1 )u0+az(j+a)< j )un_]. (2.7)

j=1

and

Remark 2. The difference operator V of order « satisfies the following properties.
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i For any real numbers o and 3, V*VAu, = Vo fu,,.
ii For any constant ‘¢’; V®[cu, + v,] = ¢V*u, + V*v, where v, be any function
defined for n € N{.
iii For a € R, V*(u,v,) = S0 (S [V U] [V 0]
iv For a € R, V*ug =0 and V*u; = uy — ug = Vuy.
v For a € R, V*V~%u,, = V=*V%u,, = u,, — uy.
vi For o € R, VOV~ (u,, — ug) = V2V (u,, — ug) = up, — Uo.

Using the Definition 2.3 the following basic fractional difference inequalities have

been established [4] and are useful in the study of the main results.

Theorem 2.1. Let n € NJ, 0 < r < oo and f(n,r) be a non decreasing function in r
for any fized n. Let v, and w,, be two functions defined for n € NI . Suppose that for
n>0and 0 < a <1 the inequalities

V1 < f(n,v,), (2.8)
Vi1 > f(n,wy,) (2.9)

hold. Then vy < wo tmplies
v, <w, foralln>0. (2.10)

Theorem 2.2. Let my(n,r) and mq(n,r) be two non negative functions defined for
n € NJ, 0 <7 < oo and non decreasing with respect to v for any fivred n € Ni. Let
yn be a function defined for n € N& and that

mi(n, Yn) < VYni1 < ma(n, yn) (2.11)

for alln € NJ and 0 < o < 1. Let v, and w, be the solutions of the difference

equations
Vi1 = mi(n,v,), ©v(0) = vy, (2.12)
VoW1 = ma(n,wy), w(0) =wy (2.13)
and suppose that vo < yo < wg. Then

Vp <y <w, foralln € Ny. (2.14)

Definition 2.4. Let f be a function defined from N; to RT. Then f is said to be

subadditive if, for all m,n € N~ we have
fm+n) < f(m) + f(n).

Definition 2.5. Let f be a function defined from Nj to RT. Then f is said to be

submultiplicative if, for all m,n € N we have

f(mn) < f(m)f(n).
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3. MAIN RESULTS

In this section, the definition given in (2.5) is expressed in a more convenient
form by rearranging the coefficients. Using this, discrete Bihari inequality and more

general inequalities are established. For any a € R (0 < o < 1), we have

n—1 .
V_O‘un = <] + a) Vun_j

n—1 .
n—1+a« 1 Jt+a
= Uy — u+a§ - . Ugy— i
( n—1 )0 p (J+a)< J ) ’

— a (F+a)l(+a) (n—1+a)u

= . - n—j 0
= (j+a) T@y+1ala n—1
— I(j+a) n—1+a«

- Zr( F)Ta " 1)
pr Y o' n
n_1<j+oz—1) (n—1+a)

e . un—j_ 1 U()
j=0 J "

a & n—j+a—1) (n—1+a>
or V%, = , Uj — Ug. (3.1)

;( n-—j ! n—1

If ug = 0 then

o “/n—j+a—-1

j=1
and VYV %, =V *V%, = u,.

Theorem 3.1. Let u,, and v, be non negative functions defined for n € N§ such that

ug = vg. For 0 < a <1, ifu, <wv, for eachn € NI then V~%u, <V ,.

n—j+a—1) _ T'(n—j+a)
n—j I(n—j+1)T ()

S (T ey (e,
n—y n—7

Proof. Since u; < v; and ( is nonnegative for j = 1,2,...,n,

j=1 j=1

implies

Z(n j+q )uj_(n +a)uo§2<n j+q )Uj_(n +a)vo
= n—j n—1 = n—j n—1

then from (3.1), V™%, < V~%v,. With this basic idea now we proceed to prove the
monotone property of V=2, O
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Theorem 3.2. Let u,, be non negative and non decreasing function defined forn € N§

then V~%u, is also non negative and non decreasing function defined for n € N .

Proof. From Remark 1 we have
n—1 .
T (9 * 0‘) Vi
=0

For j =0,1,...,(n—1), (] J;O‘) = % is nonnegative. Since u,, is non negative
and non decreasmg function defined for n € N, Vu,_; is also nonnegative for j =

0,1,...,(n—1). Thus V™%, is nonnegative for n € Nj. Now

V7%, =V %1 = V% u, — uy_q)

= V %Vu,)
“n—jt+a—1 n—1+a
= J )VU] — ( )VUQ
, n—j n—1
7=1
" —JjH+a—1
— (n J )Vu] (since Vug = 0)
: n—j
7=1
For j =1,2,...,n, ("_it‘;‘_l) = % is nonnegative. Since u,, is non negative
and non decreasing function defined for n € NJ, Vu; is also nonnegative for j =
1,2,...,n. So (V™%u, — V™%, ) is nonnegative for n € NJ. Thus V~%u, —
V™= U,_1 > 0ie., V%, > V%, ;. Therefore, for n € N{,
Up—1 < Up = V YUp_1 < V%,
Hence V~“u, is non negative and non decreasing function defined for n € Nj. O

Remark 3. Let u, be non negative and non decreasing function defined for n € N§

then V®u, is non negative function defined for n € Ny .

Proof. From (2.4) we have

=0 N/
For j =0,1,...,(n—1), ( ]O‘) = % is nonnegative. Since u,, is non negative
and non decreasmg function defined for n € N, Vu,_; is also nonnegative for j =
0,1,...,(n—1). Thus V*u, is nonnegative for n € N{. O

Theorem 3.3. Let u,, a,, b, andy, be nonnegative functions defined forn € Ng such
that yo = 0 and ¢ be a nonnegative constant. Let f(n,r) be a nonnegative function
defined forn € NJ, 0 < r < oo and non decreasing in v for any fized n € N . If

ct Z (n el ] 2) vif (. uj)] (3.3)
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forn € N, then
Uy, < Ay + bpTn (3.4)

for n € N{, where 1, is the solution of the difference equation
Vi1 = ynf(n,an + byry), 1(0)=c (3.5)

forneNJ and 0 < a < 1.

Proof. Define a function z, by

i.e.

=V~ f(,uj) +c
Using Remark 2(v), V2,11 = ynf(n, upn) — yof(0,u0) = ynf(n,uy), 20 = c. Further

(3.3) reduces to u, < a, + b,z,. Since f(n,r) is non decreasing in r, we get

V%1 = Ynf (0, un) < ynf(n, @n + bnzn). (3.6)
By using Theorem 2.2 for (3.5) and (3.6) we have z, < r,. Then u, < a, + bz, <
ay, + b,r,. Hence the proof. O

Theorem 3.4 (Discrete Bihari Inequality). Let w,, and y, be non negative functions
defined for n € NJ such that yo = 0 and ¢ be a non negative constant. Let g be a non

decreasing positive function defined on R*. If

n—1 .
n—7+oa—2
ety ( J )ngwj) (3.7)
j=1

n—j—1

forn € N§ then for 0 <n <ny; n,n €Ny,

n—1 .
— -2
< -1 n—j)+o ' .
u, <G (G(c)+ 1( ne i1 Yj (3.8)
where G s the solution of

VeV,
Q(Vn)

for any non negative function V,, defined for n € Ny and G™' is the inverse of G and

VQG(Vn—i—l) =

(3.9)

n1 € N§ be chosen so that
n—1 .
- _9
G(e) + (” J +f )yj € Dom(G™) (3.10)
-1

for all n € NI such that 0 < n < n;.
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Proof. Define a function v,, by

[asry

s~ (n—j+ta—2
Uy = C+ ( . )ng(uj)
: n—j—1
7=1
. —~(n—j+a—1
lLe. Upp1=cCc+ Z ( n—j )ng(uj)-
j=1

Then vy = ¢ and by using Remark 2(v), V*0,11 = y,9(un) — vog(wo) = yng(u,). By
the monotonicity of g and u,, < v, imply V*v,41 < y,9(v,). Now from (3.9),

vavn+1

g(vn) =

VoG (Ups1) =

Let w, = V*G(v,41). For n =0, wyg = VG(v1) = &;’1 = % = (. Since wy = Yy =

0 and w, < y,, by using Theorem 3.1

V%, < V™%,
or VVG(vpy1) < V%,
ie. G(ups1) —Gvy) < V™%, (from Remark 2(v))

IA

or  Gluna) Gmg+§i<”_j+q_1)%.

Hence, for 0 < n < ny; n,ny € N{,
B " n—jta—1
Upt1 <G 1<G(C)+Z( fl—j )%)

j
. . — (n—jt+a—-2
ie. v, <G 1<G(C)+ ' ( n—j—1 )%)

where G™! is the inverse of G and n; € NJ be chosen so that

n—1 .

n—j+a—2 _

G@+§:<nij_1)%e&m@1)
j=1

for all n € N§ such that 0 <n < n;. O

Remark 4. If a = 1, the above discrete fractional Bihari inequality coincides with

discrete Bihari inequality [6].

In the next Theorem, a more general Bihari type inequality is obtained.
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Theorem 3.5. Let u,,, a,, by, ¢, and y, be non negative functions defined for n € N§
such that yo = 0. Let g be a non decreasing subadditive submultiplicative positive
function defined on RT. If

Up, < ay, + by

(Wt (” ”“‘2)%9(%)] (3.11)

=1

.

forn € N§ then for 0 <n < ny; n,ny € N,

- (n —jta-— 2) {vacﬁl +y9(a;)
g9(cj)

+ng<bj>]> (3.12)

where G 1is the solution of
VYV
9(Va)

for any non negative function V,, defined for n € Ny and G=' is the inverse of G and

ny € N{ be chosen so that

VOG(Vysr) = (3.13)

Gl + 3 (") [Tt )] € DomiG ) ()

j=1 9(c;)

for alln € NI such that 0 < n < ny.

Proof. Define a function v,, by

Uy, = Gy, + by,

n—1 .
n—j+a—2
Cn + ( . )ng(uj)]
=1

Let

Then by uSing Remark Q(V), vO[Zn—i-l = vO[Cn-i-l + yng(un) - yOQ(UO) = Vacn—i-l +
Yng(uy,). By the monotonicity of g and u,, < v, imply V?z,1 < Vi1 4+ yng(v,) <
Ve ni1 + Yng(an + bpzn) < Vi1 + yng(an) + Yng(bn)g(z,). Now from (3.13),

Ve + yng(an)
g(Cn)

V%11 < Vi1 | yng(an)

ViGan) = e Sy e

+yng(by) <

+Yng(bn).

Let p, = VOG(2p41) and ¢, = VOent1+yng(an) + yng(b,). For n =0, po = VOG(z) =

g(en)
Az z21—2% c1—c Ve a c c1—c
s = S = S and g0 = SR fyog(by) = S Since po = g0 = S



FRACTIONAL DIFFERENCE INEQUALITIES OF BIHARI TYPE 351
and p, < ¢,, by using Theorem 3.1

V™, <V %,

ie. VOVG(zp1) <V {V%’”;(t yj"g (an) + yng(bn)}
ie. G(zpy1) —G(z) <V {Vo‘cmr;(—ic—jng(an) + yng(bn)] (from Remark 2(v))
or G(znt1) < G(z0) + Z (n a it? B 1) {V%ﬁ;(—zjaﬁg(%) + ng(bj)} .

j=1

Hence for 0 < n < ny; n,ny € N{,

_ “(n—j+a—1\ [V +y9(q ]
Zn+1 S G 1 <G(Zo)—|—z (n j « ) C]+1 y,?g<a,7) +ng(bj> )

= n—7j I 9(¢;)
n—1 . r -
. _ —Jj+a—2\ [V +y;9(a;)
ie. 2z, <G ' G(z)+ (n j. ) Zhs I I+ yig(b; )
Now

Up, < @y + bp2y

n—1 . - _
— — 2\ [Ve. a(a.
<Gt (G(zo) + <n J + “ ) ¢41 + 939(%)) + y,9(b;) )

g9(cj)

J
n- _ — 2\ [V, . . T
< G! (G(Co) + (n JTa ) G T ng(a]) + ng(bj) )
1 .

9(cj)

where G~ is the inverse of G and ny € NJ be chosen so that

e+ S (") [T ) 0] < by

for all n € N§ such that 0 < n < ns. O

Corollary 1. Let u,, a, and y, be non negative functions defined for n € N§ such

that yo = 0. Let g be a non decreasing positive function defined on R™. If

n—1 .
n—j+a—2
mzat (" gt (3.15)
=1\ ")
forn € N§ then for 0 <n < nz; n,n3 € N§,
n—1 .
_ —J74+a—2\ V%,
u, < GHG(ap) + (n J , )[i—l—y] 3.16
( <0> jz_; n—]—l g(aj) J ( )

VG(Vi) =~ (3.17)
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for any non negative function V,, defined for n € Ny and G™' is the inverse of G and

ng € N{ be chosen so that

Glao) + né (n ; j_J; f ; 2) {V;EZSI + yj} € Dom(G™1) (3.18)

for allm € NI such that 0 < n < ng.

Theorem 3.6. Let u,, a,, b, and y, be non negative functions defined for n € Ng
such that yo = 0. Let g be a non decreasing subadditive submultiplicative positive
function defined on RT. If

Up, < a, + by,

ni (n ; ]_J; ’ R 2) ng(uj)] (3.19)

=1

forn € N§ then for 0 <n < ny; n,ny € N,

G (G<c> f (M0 Q)ngwj))] (3.20

Uy < ap + by

where
)ngmj) (3.21)

and G is the solution of

VVui1
9(Va)

for any non negative function V,, defined for n € Ny and G™' is the inverse of G and

ny € Ng be chosen so that

VeG(Vog) = (3.22)

a0+ (", 1501 ot € pomi) 3:2)

for allm € NI such that 0 < n < ny.

Proof. We assume without loss of generality that w, > a,. We have

[n—1 .
n—j+aoa—2
R ol Gty P
[n—1 . n—1 .
) n—j+aoa—2 n—j+aoa—2
ie. wu,—a, <b, ;( n i1 )ng(uj—aj)+j:1( ne i1 )ng(aj)].

Let w,, = u,, — a,, and define

U —

) N |
ie.  Upp = Z( . )ng(wj)+c.
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Then vy = ¢ and by using Remark 2(v), V11 = yng(w,) — yog(wo) = yng(wy).

By the monotonicity of g and w,, < b,v, imply VY,+1 < y,9(bn)g(v,). Now from
(3.22),

va'Un+1
(0% — < .
v G(,Un-i-l) g(vn) —= yng(bn)

Let p, = V*G(vy41) and g, = yng(b,). For n =0, py = V*G(v1) = Z{;g; = Z(Z)C =0
and go = yog(by) = 0. Since py = qo = 0 and p,, < ¢,, by using Theorem 3.1

V™ < V™ %y
ie. V7UVG(vp11) <V %%ng(by)
ie. G(vpg1) — G(vg) < V7 %,g(by) (from Remark 2(v))

or G(vpe1) < Glug) + i (n TJtas 1)ng(bj)-

n —
j=1 J

Hence for 0 < n < ng; n,ny € N{,

Uns1 <G (G(c) + i (” - fltj‘ - 1) ng(bj>>
(

Now

wy, < byvy,

G <G(C) + “: (n ; j_er : I 2) ng(bj)>]

G (G(a) S (" 2)ng<bj>>]

Jj=1

ie. u,—a, <b,

ie. u, <a,+b,

where G™! is the inverse of G and ny € NJ be chosen so that

6o+ X ("1 Juste) € Dom(e)

n—j—1
for all n € N§ such that 0 < n < ny. d
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