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ABSTRACT. In this paper, we study the higher order functional dynamic equation
{

rn−1(t)
(

rn−2(t)
(

· · · (r1(t)x
∆(t))∆ · · ·

)∆
)∆
}∆

+ p (t)x (g (t)) = 0,

on a time scale T, which is unbounded above, and where n ≥ 2 . We will extend the so-called

Hille and Nehari type criteria to higher order dynamic equations on time scales. Our results are

essentially new even for higher order differential and difference equations. Therefore, the results

obtained extend and improve several known results in the literature on second-order and third-order

dynamic equations. We illustrate these new results by means of several examples.

AMS (MOS) Subject Classification. 34K11, 39A10, 39A99.

1. INTRODUCTION

In this paper we study the asymptotic behavior of solutions of the following higher

order functional dynamic equation:
{

rn−1(t)
(

rn−2(t)
(

· · · (r1(t)x
∆(t))∆ · · ·

)∆
)∆
}∆

+ p (t) x (g (t)) = 0, (1.1)

on a time scale T, which is unbounded above, and where n ≥ 2 and ri, i = 1, 2, . . . , n−
1 are positive rd−continuous functions on T such that for t0 ∈ T,

∫

∞

t0

∆s

ri(s)
= ∞, i = 1, 2, . . . , n − 1; (1.2)

We assume further that p is a nonnegative rd−continuous function on T such that p 6≡
0 and the function g : T → T such that limt→∞ g(t) = ∞ and τ(t) := inf {σ(t), g (t)}
is nondecreasing on T, where the forward jump operator σ(t) := inf {s ∈ T : s > t}.
Since we are interested in the oscillatory and asymptotic behavior of solutions near
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infinity, we assume that sup T = ∞, and define the time scale interval [t0,∞)T by

[t0,∞)T := [t0,∞) ∩ T. Throughout this paper, we let

x[i] := ri

(

x[i−1]
)∆

, i = 1, 2, . . . , n with rn = 1 and x[0] = x.

We will assume that the reader is familiar with the basic facts of time scales

and time scale notation. For an excellent introduction to the calculus on time scales,

see Bohner and Peterson [5, 6]. By a solution of Eq. (1.1) we mean a nontrivial

real-valued function x ∈ C1
rd[Tx,∞)T for some Tx ≥ t0 such that x[i] ∈ C1

rd[Tx,∞)T,

i = 1, 2, . . . , n − 1 and x(t) satisfies Eq. (1.1) on [Tx,∞)T, where Crd is the space of

right-dense continuous functions. In the following, we state some oscillation results

for differential and difference equations that will be related to our oscillation results

for (1.1) on time scales and explain the important contributions of this paper. In

1918, Fite [23] studied the oscillatory behavior of solutions of the second order linear

differential equation

x′′(t) + p(t)x(t) = 0, (1.3)

and showed that if
∫

∞

t0

p(s)ds = ∞, (1.4)

then every solution of equation (1.3) oscillates. In 1948, Hille [15] improved the

condition (1.4) and showed that if

lim inf
t→∞

t

∫

∞

t

p(s)ds >
1

4
, (1.5)

then every solution of (1.3) oscillates. In 1957, Nehari [42] proved that if

lim inf
t→∞

1

t

∫ t

t0

s2p(s)ds >
1

4
, (1.6)

then every solution of (1.3) oscillates. We note that the inequalities (1.5) and (1.6)

are ’sharp’ and can not be weakened. Indeed, let p(t) = 1/4t2 for t ≥ 1. Then we

have

lim inf
t→∞

1

t

∫ t

t0

s2p(s)ds = lim inf
t→∞

t

∫

∞

t

p(s)ds =
1

4
,

and the second-order Euler-Cauchy differential equation

x′′(t) +
1

4t2
x(t) = 0, t ≥ 1, (1.7)

has a non-oscillatory solution x(t) =
√

t. In other words the constant 1/4 is the lower

bound for oscillation for all solutions of (1.7). In 1971 Wong [48] generalized the

Hille-type condition (1.5) for the delay equation

x′′(t) + p(t)x(τ(t)) = 0, (1.8)
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where τ(t) ≥ αt with 0 < α < 1, and proved that if

lim inf
t→∞

t

∫

∞

t

p(s)ds >
1

4α
, (1.9)

then every solution of (1.8) is oscillatory. In 1973 Erbe [9] improved the condition

(1.9) and proved that if

lim inf
t→∞

t

∫

∞

t

p(s)
τ(s)

s
ds >

1

4
, (1.10)

then every solution of (1.8) oscillates where τ(t) ≤ t. In 1984 Ohriska [43] proved

that, if

lim sup
t→∞

t

∫

∞

t

p(s)

(

τ(s)

s

)

ds > 1, (1.11)

then every solution of (1.8) oscillates. Note that when p(t) = λ
tτ(t)

, with τ(t) ≤ t,

(1.8) reduces to the second-order delay differential equation

x′′(t) +
λ

tτ(t)
x(τ(t)) = 0, t ≥ t0. (1.12)

From (1.10) we see that every solution of (1.12) is oscillatory if λ > 1
4

and non-

oscillatory if λ ≤ 1
4
, with oscillation constant 1/4 (see [1]).

Erbe, Hassan, Peterson, and Saker in [16, 17] extended the Hille and Nehari

oscillation criteria to the second order superlinear half-linear delay dynamic equation

(r(t)(x∆(t))γ)∆ + p(t)xγ(τ(t)) = 0,

where γ is a quotient of odd positive integers, τ(t) ≤ t and

r∆(t) ≥ 0 and

∫

∞

t0

τγ(t)p(t)∆t = ∞. (1.13)

Also, in [13, 14, 15] the authors extended Hille and Nehari type oscillation criteria

to more general second order dynamic equations. Erbe, Peterson, and Saker [20]

established Hille and Nehari oscillation criteria for the third order dynamic equation

x∆∆∆(t) + p(t)x(t) = 0,

and their work was further extended by Erbe, Hassan, and Peterson [12] to the

equation
(

r2(t)
[

(r1(t)x
∆(t))∆

]γ)∆
+ p (t) xγ (g (t)) = 0,

where γ is a quotient of odd positive integers, g(t) ≤ t, g∆(t) ≥ 0 and where r1

is a ∆-differentiable function with r∆
1 (t) ≥ 0. Wang and Xu in [46] considered the

ordinary dynamic equation
(

r2(t)
[

(r1(t)x
∆(t))∆

]γ)∆
+ p (t) xγ (t) = 0,

where γ ≥ 1 is a quotient of odd positive integers and with the condition

lim
t→∞

Rσ(t)

R(t)
= 1, (1.14)
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where

δ1(t, t1) :=

∫ t

t1

∆s

r
1/γ
2 (s)

, δ2(t, t1) :=

∫ t

t1

δ1(s, t1)

r1(s)
∆s,

r(t) :=
γ

r1(t)
δ1(t, t1)δ

γ−1
2 (t, t1) and R(t) :=

∫ t

t1

r(s)∆s.

Very recently, Agarwal, Bohner, Li and Zhang [2] extended the Hille and Nehari

oscillation criteria to the third order delay dynamic equation
(

r2(t)(r1(t)x
∆(t))∆

)∆
+ p (t) x (τ(t)) = 0,

where τ(t) ≤ t on [t0,∞)T. The results in [2] included the results which were estab-

lished in [20] and without condition (1.14). For more results on dynamic equations,

we refer the reader to the papers [4, 7, 8, 10, 11, 18, 19, 21, 22, 24, 26, 27, 30, 31, 32,

33, 34, 35, 39, 44, 45, 49, 25].

The purpose of this paper is to extend the Hille and Nehari oscillation criteria

to higher order dynamic equation (1.1) without assuming the conditions (1.13) and

(1.14). The results in this paper improve the results in [20] and [2] for higher order

dynamic equations.

To simplify the discussion below, we introduce the following notation: For any

u, v ∈ T, define

Ri(v, u) :=

∫ v

u

∆s

ri(s)
, i = 1, 2, . . . , n − 1, (1.15)

and for a fixed m ∈ {0, . . . , n−1}, define the functions R̄m,i(v, u), i = 1, 2 . . . , m, and

pi(t), i = 1, . . . , n, by the following recurrence formulas:

R̄m,i(v, u) :=

{

∫ v

u
R̄m,i−1(s, u)

/

rm−i+1 (s) ∆s, i = 1, . . . , m,

1 i = 0;
(1.16)

and

pi(t) :=







1

rn−i(t)

∫

∞

t
pi−1(s)∆s, i = 1, . . . , n − 1,

p (t) , i = 0,
(1.17)

provided the improper integrals involved are convergent. Note that for i = 1, . . . , m,

R̄m,i(v, u) ≥ 0 if u ≤ v, and (−1)n−i−1R̄m,i(v, u) ≥ 0 if u ≥ v.

2. MAIN RESULTS

Lemma 2.1. Assume Eq. (1.1) has an eventually positive solution x(t). Then there

exists an integer m ∈ {0, . . . , n − 1} with m + n odd such that

x[k](t) > 0 for k = 0, 1, . . . , m, (2.1)

and

(−1)m+k x[k](t) > 0 for k = m + 1, m + 2, . . . , n, (2.2)

eventually.
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Proof. Since x(t) is an eventually positive solution of Eq. (1.1) then without loss of

generality, we may assume x(t) > 0 and x (g (t)) > 0 on [t0,∞)T. From (1.1), we have

that for t ∈ [t0,∞)T,

x[n] (t) = −p (t) x (g (t)) < 0. (2.3)

This implies that x[i](t), i = 1, 2, . . . , n − 1, are eventually monotone and hence are

of one sign. There are two possibilities:

(a) x[k](t) and x[k−1](t) have opposite signs eventually for k = 1, 2, . . . , n; or

(b) there exists a largest m ∈ {1, 2, . . . , n − 1} such that x[m](t)x[m−1](t) > 0 even-

tually.

If (a) holds, then (2.1) and (2.2) hold with m = 0.

Assume (b) holds with x[m](t) < 0 and x[m−1](t) < 0 for t ≥ t1, where t1 ∈
[t0,∞)T. Then

x[m−2](t) = x[m−2](t1) +

∫ t

t1

x[m−1] (s)

rm−1 (s)
∆s

< x[m−2](t1) + x[m−1] (t1)

∫ t

t1

∆s

rm−1 (s)
.

By (1.2) with i = m−1, limt→∞ x[m−2](t) = −∞. Hence x[m−2](t) < 0 eventually. By

the same reasoning, we see that x[k](t) < 0 eventually for k = m − 2, m − 3, . . . , 0.

This contradicts the assumption that x(t) is eventually positive.

Assume (b) holds with x[m](t) > 0 and x[m−1](t) > 0 eventually. By (2.3) we note

that m + n must be an odd number. Using a similar argument as above, we see that

x[k](t) > 0 eventually for k = m − 2, m − 3, . . . , 0. Therefore, (2.1) and (2.2) hold

with this m.

Lemma 2.2. Assume Eq. (1.1) has an eventually positive solution x(t) and m ∈
{1, . . . , n − 1} is as given in Lemma 2.1 such that (2.1) and (2.2) hold for t ≥ t1 ∈
[t0,∞)T. Then the following inequalities hold for t ∈ (t1,∞)T:

(a)
[

x[m−1](t)
/

Rm(t, t1)
]∆

< 0; (2.4)

(b) for i = 0, 1, . . . , m − 1

x[i](t) ≥ x[m−1] (t) R̄m,m−i(t, t1)
/

Rm(t, t1). (2.5)

Proof. (a) From (2.1) and (2.2), we get for t ∈ [t1,∞)T

x[m−1](t) = x[m−1](t1) +

∫ t

t1

x[m] (s)

rm (s)
∆s

≥ x[m] (t)

∫ t

t1

∆s

rm (s)

= x[m] (t) Rm(t, t1).
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Noting that
[

x[m−1](t)

Rm(t, t1)

]∆

=
1/rm(t)

Rm(t, t1)Rm(σ(t), t1)

[

Rm(t, t1)x
[m] (t) − x[m−1](t)

]

,

we have
[

x[m−1](t)

Rm(t, t1)

]∆

< 0 for t ∈ (t1,∞)T.

(b) It is easy to show, using (1.16) and (2.2) that (2.5) holds for i = m− 1 since

R̄m,1 = Rm. By (2.1) and the fact that x[m−1](t)
/

Rm(t, t1) is decreasing on (t1,∞)T,

we have for t ∈ (t1,∞)T

x[m−2](t) ≥ x[m−2](t) − x[m−2](t1) =

∫ t

t1

(

x[m−2](s)
)∆

∆s

=

∫ t

t1

x[m−1] (s)

Rm(s, t1)

Rm(s, t1)

rm−1 (s)
∆s

≥ x[m−i] (t)

Rm(t, t1)

∫ t

t1

Rm(s, t1)

rm−i (s)
∆s

=
x[m−i] (t)

Rm(t, t1)

∫ t

t1

R̄m,i(s, t1)

rm−i (s)
∆s

=
x[m−i] (t)

Rm(t, t1)
R̄m,i+1(t, t1).

This shows that (2.5) holds for i = m − 2. Next assume (2.5) holds for some i ∈
{1, . . . , m − 1}. Then for t ∈ (t1,∞)T, we have

x[i](t) ≥ x[m−1] (t)

Rm(t, t1)
R̄m,m−i(t, t1),

which implies
(

x[i−1](t)
)∆ ≥ x[m−1] (t)

Rm(t, t1)

R̄m,m−i(t, t1)

ri (t)
.

Replacing t by s in the above inequality and then integrating it from t1 to t ∈ (t1,∞)T,

we have

x[i−1](t) ≥ x[i−1](t) − x[i−1](t1) ≥
∫ t

t1

x[m−1] (s)

Rm(s, t1)

R̄m,m−i(s, t1)

ri (s)
∆s

≥ x[m−1] (t)

Rm(t, t1)

∫ t

t1

R̄m,m−i(s, t1)

ri (s)
∆s

=
x[m−1] (t)

Rm(t, t1)
R̄m,m−i+1(t, t1).

This shows that (2.5) holds for i − 1. Therefore, by induction, (2.5) holds for all

i = 0, 1, . . . , m − 1.

Lemma 2.3. Assume Eq. (1.1) has an eventually positive solution x(t) and let m be

as given in Lemma 2.1 such that m ∈ {0, . . . , n − 1} and (2.1) and (2.2) hold for

t ≥ t1 ∈ [t0,∞)T. Then the following inequalities hold for t ∈ [t1,∞)T:



CRITERIA FOR HIGHER ORDER DYNAMIC EQUATIONS 469

(a) If m ≥ 1, then for i = m, . . . , n − 1,
∫

∞

t
pn−i−1(s)∆s < ∞, and

(−1)m+ix[i](t) ≥ x (τ (t))

∫

∞

t

pn−i−1(s)∆s; (2.6)

(b) for i = 0, 1, . . . , m,

x[i](t) ≥ x[m] (t) R̄m,m−i(t, t1) (2.7)

Proof. (a) Note that m ∈ {1, . . . , n− 1} implies that x[1](t) > 0 and x[n−1](t) > 0 for

all t ∈ [t1,∞)T. This implies that x(t) is strictly increasing on [t1,∞)T. Replacing t

by s in Eq. (1.1), integrating from t ≥ t1 to v ∈ [t,∞)T, and using the fact that τ is

nondecreasing, we have

x[n−1](t) ≥ −x[n−1](v) + x[n−1](t) =

∫ v

t

p (s) x (g (s)) ∆s

≥
∫ v

t

p (s)x (τ (s)) ∆s ≥ x (τ (t))

∫ v

t

p (s) ∆s

= x (τ (t))

∫ v

t

p0 (s) ∆s.

Taking limits as v → ∞ we obtain that

x[n−1](t) ≥ x (τ (t))

∫

∞

t

p0 (s)∆s for t ∈ [t1,∞)T.

This shows that
∫

∞

t
p0(s)∆s < ∞ and (2.6) holds for i = n − 1. Next, we assume

∫

∞

t
pi+1(s)∆s < ∞ and that (2.6) holds for some i ∈ {m + 1, . . . , n − 1}. Then

(−1)m+ix[i](t) ≥ x (τ (t))

∫

∞

t

pn−i−1(s)∆s for t ∈ [t1,∞)T.

It follows that

(−1)m+i
(

x[i−1](t)
)∆ ≥ x (τ (t))

1

ri(t)

∫

∞

t

pn−i−1(s)∆s = x (τ (t)) pn−i(t).

Replacing t by s in the above inequality and then integrating it from t ≥ t1 to

v ∈ [t,∞)T, we have

(−1)m+i−1x[i−1](t) ≥ (−1)m+i(x[i−1](v) − x[i−1](t))

=

∫ v

t

x (τ (s)) pn−i(s)∆s

≥ x (τ (t))

∫ v

t

pn−i(s)∆s.

Taking limits as v → ∞ we obtain that

(−1)m+i−1x[i−1](t) ≥ x (τ (t))

∫

∞

t

pn−i(s)∆s.

This shows that
∫

∞

t
pn−i(s)∆s < ∞ and (2.6) holds for i−1. Therefore, the conclusion

follows by induction.
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(b) It is easy to show, using (1.16) and (2.2), that (2.7) holds for i = m since

R̄m,0 = 1. Also by (2.2) and x[m+1](t) < 0 and hence x[m](t) is strictly decreasing on

[t1,∞)T. Let t ∈ [t1,∞)T. Then

x[m−1](t) = x[m−1](t1) +

∫ t

t1

(

x[m−1](s)
)∆

∆s

= x[m−1](t1) +

∫ t

t1

x[m] (s)

rm (s)
∆s

≥ x[m] (t)

∫ t

t1

∆s

rm (s)
= x[m] (t) R̄m,1(t, t1).

This shows that (2.7) holds for i = m−1. Assume (2.7) holds for some i ∈ {1, . . . , m}.
Then

x[i](t) ≥ x[m] (t) R̄m,m−i(t, t1) for t ∈ [t1,∞)T.

which implies
(

x[i−1](t)
)∆ ≥ x[m] (t) R̄m,m−i(t, t1)

/

ri(t).

Replacing t by s in the above inequality and then integrating it for s from t1 to t with

t ≥ t1, we have

x[i−1](t) ≥ x[i−1](t1) +

∫ t

t1

x[m] (s) R̄m,m−i(s, t1)
/

ri(s)∆s

≥ x[m] (t)

∫ t

t1

R̄m,m−i(s, t1)
/

ri(s)∆s

= x[m] (t) R̄m,m−i+1(t, t1).

This shows that (2.7) holds for i− 1. By induction, it follows that (2.7) holds for all

i = 0, 1, . . . , m.

3. CRITERIA FOR EVEN ORDER EQUATIONS

In this section, we establish Hille, Nehari, Ohriska and Fite-Wintner type criteria

for the even order dynamic equation (1.1) when n is even. It follows from Lemma 2.1

that there exists an odd m ∈ {1, . . . , n− 1} such that (2.1) and (2.2) hold eventually.

Theorem 3.1. Assume that, for every odd number i ∈ {1, . . . , n − 1} and for suffi-

ciently large T ∈ [t0,∞)T, we have

lim inf
t→∞

Ri (t, T )

∫

∞

t

Pi (s, T )∆s >
1

4
, (3.1)

where

Pi (s, T ) := pn−i−1(s)R̄i,i(τ(s), T )
/

R1(σ(s), T ). (3.2)

Then every solution of Eq. (1.1) is oscillatory.
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Proof. Assume Eq. (1.1) has a non-oscillatory solution x(t). Then without loss of

generality, we may assume x(t) > 0 and x (g (t)) > 0 on [t0,∞)T. It follows from

Lemma 2.1 that there exists an odd m ∈ {1, . . . , n − 1} such that (2.1) and (2.2) hold

for t ≥ t1 ∈ [t0,∞)T. Define

zm(t) :=
x[m](t)

x[m−1] (t)
. (3.3)

By the quotient rule, we have

z∆
m(t) =

x[m−1] (t)
(

x[m](t)
)∆ − x[m](t)

[

x[m−1] (t)
]∆

x[m−1] (t)x[m−1] (σ (t))

=

(

x[m](t)
)∆

x[m−1] (σ (t))
−
[

x[m−1] (t)
]∆

x[m−1] (σ (t))
zm(t). (3.4)

By Lemma 2.3, Part (a) we have that for i = m + 1

−x[m+1](t) ≥ x (τ (t))

∫

∞

t

pn−m−2(s)∆s,

which, together with (1.17), implies that for t ∈ [t1,∞)T

−
(

x[m](t)
)∆ ≥ x (τ (t)) pn−m−1(t). (3.5)

(i) Assume m = 1. In this case, by (1.15) and (1.16) we see that

R̄1,1(τ(t), t1) = R1(τ(t), t1) =

∫ τ(t)

t1

∆s

r1(s)
.

From (3.5) and Lemma 2.2, Part (a), we have for τ (t) ∈ (t1,∞)T

−
(

x[1](t)
)∆ ≥ x (τ (t)) pn−2(t) =

x (τ (t))

R1(τ(t), t1)
R1(τ(t), t1)pn−2(t)

=
x (τ (t))

R1(τ(t), t1)
R̄1,1(τ(t), t1)pn−2(t)

≥ x (σ(t))

R1(σ(t), t1)
R1(τ(t), t1)pn−2(t)

= pn−2(t)x (σ(t)) R̄1,1(τ(t), t1)
/

R1(σ(t), t1).

(ii) Assume m ≥ 2. By Lemma 2.2, Part (b) with i = 0, we get

x(t) ≥ x[m−1] (t)

Rm(t, t1)
R̄m,m(t, t1). (3.6)

Then by Lemma 2.2, Part (a), we see that for τ (t) ∈ (t1,∞)T

x(τ(t)) ≥ x[m−1] (τ(t))

Rm(τ(t), t1)
R̄m,m(τ(t), t1)

≥ x[m−1] (σ(t))

Rm(σ(t), t1)
R̄m,m(τ(t), t1). (3.7)

Substituting (3.7) into (3.5), we obtain that for τ (t) ∈ (t1,∞)T

−
(

x[m](t)
)∆ ≥ pn−m−1(t)x

[m−1] (σ(t)) R̄m,m(τ(t), t1)
/

Rm(σ(t), t1).
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Combining cases (i) and (ii) we see that for τ (t) ∈ (t1,∞)T

−
(

x[m](t)
)∆ ≥ x[m−1] (σ(t)) Pm(t, t1) for t ∈ [t2,∞)T. (3.8)

Substituting (3.8) into (3.4) we get

z∆
m(t) ≤ −Pm (t, t1) −

[

x[m−1] (t)
]∆

x[m−1] (σ (t))
zm(t)

≤ −Pm (t, t2) −
[

x[m−1] (t)
]∆

x[m−1] (σ (t))
zm(t) for t ∈ [t2,∞)T. (3.9)

Since
[

x[m−1] (t)
]∆

x[m−1] (σ (t))
=

x[m](t)

rm(t)x[m−1] (σ (t))
≥ x[m](σ (t))

rm(t)x[m−1] (σ (t))
=

zm(σ (t))

rm(t)
,

we get from (3.9) that

−z∆
m(t) ≥ Pm (t, t2) +

zm(t)zm(σ (t))

rm(t)
for t ∈ [t2,∞)T.

Replacing t by s in the above inequality and then integrating it from t ≥ t2 to

v ∈ [t,∞)T and using the fact that zm > 0, we have

zm (t) ≥ −zm (v) + zm (t) ≥
∫ v

t

Pm (s, t2) ∆s +

∫ v

t

zm(s)zm(σ (s))

rm(s)
∆s.

Taking limits as v → ∞ we obtain that

zm (t) ≥
∫

∞

t

Pm (s, t2)∆s +

∫

∞

t

zm(s)zm(σ (s))

rm(s)
∆s. (3.10)

Multiplying both sides of (3.10) by Rm (t, t2), we get (suppressing arguments)

Rmzm ≥ Rm

∫

∞

t

Pm ∆s + Rm

∫

∞

t

zm zσ
m

rm
∆s

= Rm

∫

∞

t

Pm ∆s + Rm

∫

∞

t

1/rm

RmRσ
m

Rmzm Rσ
mzσ

m ∆s

= Rm

∫

∞

t

Pm ∆s + Rm

∫

∞

t

[−1

Rm

]∆

Rmzm Rσ
mzσ

m∆s.

Let ε > 0 and pick t3 ∈ [t2,∞)T, sufficiently large, so that

Rm (t, t2) zm(t) ≥ r∗m − ε for t ∈ [t3,∞)T, (3.11)

where

r∗m := lim inf
t→∞

Rm (t, t2) zm (t) . (3.12)

Therefore

Rmzm ≥ Rm

∫

∞

t

Pm ∆s + (r∗m − ε)2 Rm

∫

∞

t

[−1

Rm

]∆

∆s

(1.2)
= Rm

∫

∞

t

Pm ∆s + (r∗m − ε)2 .
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Taking the lim inf of both sides as t → ∞ we get that

r∗m ≥ lim inf
t→∞

Rm (t, t2)

∫

∞

t

Pm (s, t2) ∆s + (r∗m − ε)2 .

Since ε > 0 is arbitrary, we get

lim inf
t→∞

Rm (t, t2)

∫

∞

t

Pm (s, t2)∆s ≤ r∗m − (r∗m)2 =
1

4
−
(

r∗m − 1

2

)2

≤ 1

4
.

which contradicts (3.1). This completes the proof.

Theorem 3.2. Assume that, for every odd number i ∈ {1, . . . , n − 1} and for suffi-

ciently large T ∈ [t0,∞)T,

lim inf
t→∞

1

Ri (t, T )

∫ t

T

R2
i (σ(s), T )Pi (s, T )∆s >

L∗

m

1 + L∗

m

, (3.13)

where Pi is defined by (3.2) and

L∗

m := lim sup
t→∞

Ri (σ(t), T )/ Ri (t, T ) . (3.14)

Then every solution of Eq. (1.1) is oscillatory.

Proof. Assume Eq. (1.1) has a nonoscillatory solution x(t). Then without loss of

generality, assume x(t) > 0 and x (g (t)) > 0 on [t0,∞)T. It follows from Lemma

2.1 that there exists an odd m ∈ {1, . . . , n − 1} such that (2.1) and (2.2) hold for

t ≥ t1 ∈ [t0,∞)T. As shown in the proof of Theorem 3.1

z∆
m(t) ≤ −Pm (t, t2) −

zm(t)zm(σ (t))

rm(t)
for t ∈ [t2,∞)T, (3.15)

where zm is defined by (3.3). Multiplying both sides of (3.15) by R2
m (σ(t), t2) , we

get

R2
m (σ(t), t2) z∆

m(t) ≤ −R2
m (σ(t), t2) Pm (t, t2)

− 1

rm(t)
Rm (σ(t), t2) zm(t) Rm (σ(t), t2) zm(σ (t))

≤ −R2
m (σ(t), t2) Pm (t, t2)

− 1

rm(t)
Rm (t, t2) zm(t) Rm (σ(t), t2) zm(σ (t)).

Let ε > 0 and pick t3 ∈ [t2,∞)T, sufficiently large, so that

r∗m − ε ≤ Rm (t, t2) zm(t) ≤ R∗

m + ε,

and

l∗m − ε ≤ Rm (σ(s), t2)

Rm (s, t2)
≤ L∗

m + ε.

where r∗m is defined by (3.12),

R∗

m := lim sup
t→∞

Rm (t, t2) zm(t), (3.16)
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and

L∗

m := lim sup
t→∞

Rm (σ(s), t2)

Rm (s, t2)
, l∗m := lim inf

t→∞

Rm (σ(s), t2)

Rm (s, t2)

Therefore

R2
m (σ(t), t2) z∆

m(t) ≤ −R2
m (σ(t), t2) Pm (t, t2) −

(r∗m − ε)2

rm(t)
for t ∈ [t3,∞)T.

Integrating the above inequality from t3 to t ∈ [t3,∞)T, we get
∫ t

t3

R2
m (σ(s), t2) z∆

m(s)∆s ≤ −
∫ t

t3

R2
m (σ(s), t2) Pm (s, t2) ∆s − (r∗m − ε)2

∫ t

t3

∆s

rm(s)
.

Using integration by parts, we obtain

R2
m (t, t2) zm(t) ≤ R2

m (t3, t2) zm(t3) +

∫ t

t3

Rm (σ(s), t2) + Rm (s, t2)

rm(s)
zm(s)∆s

−
∫ t

t3

R2
m (σ(s), t2) Pm (s, t2) ∆s − (r∗m − ε)2 Rm (t, t3)

≤ R2
m (t3, t2) zm(t3) + (1 + L∗

m + ε) (R∗

m + ε)

∫ t

t3

∆s

rm(s)

−
∫ t

t3

R2
m (σ(s), t2) Pm (s, t2) ∆s − (r∗m − ε)2 Rm (t, t3)

= R2
m (t3, t2) zm(t3) + (1 + L∗

m + ε) (R∗

m + ε) Rm (t, t3)

−
∫ t

t3

R2
m (σ(s), t2) Pm (s, t2) ∆s − (r∗m − ε)2 Rm (t, t3) ,

or

R2
m (t, t3) zm(t) ≤ R2

m (t3, t2) zm(t3) + (1 + L∗

m + ε) (R∗

m + ε) Rm (t, t3)

−
∫ t

t3

R2
m (σ(s), t3)Pm (s, t3)∆s − (r∗m − ε)2 Rm (t, t3) .

Dividing both sides by Rm (t, t3) for t ∈ (t3,∞)
T
, we have

Rm (t, t3) zm(t) ≤ R2
m (t3, t2)

Rm (t, t3)
zm(t3) + (1 + L∗

m + ε) (R∗

m + ε)

− 1

Rm (t, t3)

∫ t

t3

R2
m (σ(s), t3) Pm (s, t3)∆s − (r∗m − ε)2

≤ R2
m (t3, t2)

Rm (t, t3)
zm(t3) + (1 + L∗

m + ε) (R∗

m + ε)

− 1

Rm (t, t3)

∫ t

t3

R2
m (σ(s), t3) Pm (s, t3)∆s.

Taking the lim sup of both sides as t → ∞ and using (1.2) we get that

R∗ ≤ (1 + L∗

m + ε) (R∗

m + ε) − lim inf
t→∞

1

Rm (t, t2)

∫ t

t2

R2
m (σ(s), t2)Pm (s, t2)∆s.
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Since ε > 0 is arbitrary, we have

lim inf
t→∞

1

Rm (t, t2)

∫ t

t2

R2
m (σ(s), t2) Pm (s, t2) ∆s ≤ R∗

mL∗

m. (3.17)

Also, we have from the proof of Theorem 3.1,

z∆
m(t) ≤ −Pm (t, t2) −

[

x[m−1] (t)
]∆

x[m−1] (σ (t))
zm(t) for t ∈ [t2,∞)T.

Since

[

x[m−1] (t)
]∆

x[m−1] (σ (t))
=

[

x[m−1] (t)
]∆

x[m−1] (t)

x[m−1] (t)

x[m−1] (σ (t))
=

zm(t)

rm(t)

x[m−1] (t)

x[m−1] (t) + µ(t) (x[m−1] (t))
∆

=
zm(t)

rm(t) + µ(t)zm(t)
,

we have

z∆
m(t) ≤ −Pm (t, t2) −

z2
m(t)

rm(t) + µ(t)zm(t)
for t ∈ [t2,∞)T. (3.18)

Multiplying both sides of (3.18) by R2
m (σ(t), t2) , and integrating from t2 to t (t ≥ t2)

we get

∫ t

t2

R2
m (σ(s), t2) z∆

m(s)∆s ≤ −
∫ t

t2

R2
m (σ(s), t2) Pm (s, t2)∆s

−
∫ t

t2

R2
m (σ(s), t2) z2

m(s)

rm(s) + µ(s)zm(s)
∆s.

Using integration by parts, we obtain

R2
m (t, t2) zm(t) ≤ −

∫ t

t2

R2
m (σ(s), t2) Pm (s, t2) ∆s +

∫ t

t2

[

R2
m (s, t2)

]∆
zm(s)∆s

−
∫ t

t2

R2
m (σ(s), t2) z2

m(s)

rm(s) + µ(s)zm(s)
∆s

= −
∫ t

t2

R2
m (σ(s), t2) Pm (s, t2) ∆s

+

∫ t

t2

[

2Rm (σ(s), t2)

rm(s)
− µ(t)

r2
m(s)

]

zm(s)∆s

−
∫ t

t2

R2
m (σ(s), t2) z2

m(s)

rm(s) + µ(s)zm(s)
∆s

since

[

R2
m (s, t2)

]∆
= [Rm (σ(s), t2) + Rm (s, t2)] R

∆
m (s, t2)

=
2Rm (σ(s), t2)

rm(s)
− µ(t)

r2
m(s)

.
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It follows that

R2
m (t, t2) zm(t) ≤ −

∫ t

t2

R2
m (σ(s), t2) Pm (s, t2) ∆s

−
∫ t

t2

[

R2
m (σ(s), t2) z2

m(s)

rm(s) + µ(s)zm(s)
− 2Rm (σ(s), t2)

rm(s)

+
µ(t)

r2
m(s)

zm(s)

]

∆s

= −
∫ t

t2

R2
m (σ(s), t2) Pm (s, t2) ∆s

−
∫ t

t2

[

R2
m (σ(s), t2) z2

m(s)

rm(s) + µ(s)zm(s)
− 2Rm (σ(s), t2)

rm(s)

+
rm(s) + µ(t)zm(s)

r2
m(s)

− 1

rm(s)

]

∆s

= −
∫ t

t2

R2
m (σ(s), t2) Pm (s, t2) ∆s

−
∫ t

t2





(

Rm (σ(s), t2) zm(s)
√

rm(s) + µ(s)zm(s)
−
√

rm(s) + µ(s)zm(s)

rm(s)

)2

− 1

rm(s)

]

∆s

≤ −
∫ t

t2

R2
m (σ(s), t2) Pm (s, t2) ∆s + Rm (t, t2) .

Dividing both sides by Rm (t, t2), we have

Rm (t, t2) zm(t) ≤ 1 − 1

Rm (t, t2)

∫ t

t2

R2
m (σ(s), t2) Pm (s, t2)∆s.

Taking the lim sup of both sides as t → ∞ we get that

R∗

m ≤ 1 − lim inf
t→∞

1

Rm (t, t2)

∫ t

t2

R2
m (σ(s), t2)Pm (s, t2) ∆s, (3.19)

where R∗

m is defined by (3.16). From (3.17) and (3.19), we get

lim inf
t→∞

1

Rm (t, t2)

∫ t

t2

R2
m (σ(s), t2) Pm (s, t2) ∆s

≤
(

1 − lim inf
t→∞

1

Rm (t, t2)

∫ t

t2

R2
m (σ(s), t2) Pm (s, t2) ∆s

)

L∗

m,

which implies

lim inf
t→∞

1

Rm (t, t2)

∫ t

t2

R2
m (σ(s), t2) Pm (s, t2) ∆s ≤ L∗

m

1 + L∗

m

,

which contradicts (3.13). This completes the proof.
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Theorem 3.3. Assume that, for every odd number i ∈ {1, . . . , n − 1} and for suffi-

ciently large T ∈ [t0,∞)T,

lim sup
t→∞

R̄i,i(τ (t) , T )

∫

∞

t

pn−i−1(s)∆s > 1. (3.20)

Then every solution of Eq. (1.1) is oscillatory.

Proof. Assume Eq. (1.1) has a nonoscillatory solution x(t). Then without loss of

generality, assume x(t) > 0 and x (g (t)) > 0 on [t0,∞)T. It follows from Lemma 2.1

that there exists an odd m ∈ {1, . . . , n − 1} such that (2.1) and (2.2) hold for t ≥
t1 ∈ [t0,∞)T. By Lemma 2.3, Part (a) we have that for i = m

x[m](t) ≥ x (τ (t))

∫

∞

t

pn−m−1(s)∆s for t ∈ [t1,∞)T.

Since
(

x[m]
)∆

< 0 on [t1,∞)T, we have

x[m](τ (t)) ≥ x (τ (t))

∫

∞

t

pn−m−1(s)∆s for t ∈ [t1,∞)T. (3.21)

By Lemma 2.3, Part (b) we have that for i = 0

x(t) ≥ x[m] (t) R̄m,m(t, t1) for t ∈ [t1,∞)T.

Then

x(τ (t)) ≥ x[m] (τ (t)) R̄m,m(τ (t) , t1) for τ (t) ∈ [t1,∞)T. (3.22)

From (3.21) and (3.22), we obtain

R̄m,m(τ (t) , t1)

∫

∞

t

pn−m−1(s)∆s ≤ 1 for τ (t) ∈ [t1,∞)T,

which implies

lim sup
t→∞

R̄m,m(τ (t) , t1)

∫

∞

t

pn−m−1(s)∆s ≤ 1.

This leads to a contradiction to (3.20). This completes the proof.

The following result is a Fite-Wintner type oscillation criterion.

Theorem 3.4. Assume that
∫

∞

t0

p (s) ∆s = ∞. (3.23)

Then every solution of Eq. (1.1) is oscillatory.

Proof. Assume Eq. (1.1) has a non-oscillatory solution x(t). Then without loss of

generality, assume x(t) > 0 and x (g (t)) > 0 on [t0,∞)T. It follows from Lemma 2.1

that there exists an odd integer m ∈ {1, . . . , n − 1} such that (2.1) and (2.2) hold

for t ≥ t1 ∈ [t0,∞)T. This implies x(t) is strictly increasing on [t1,∞)T. Then for

sufficiently large t2 ∈ [t1,∞)T, we have x(g(t)) ≥ l for t ≥ t2. Eq. (1.1) becomes

−
(

x[n−1] (t)
)∆

= p (t) x (g (t)) ≥ l p (t) for t ∈ [t2,∞)T. (3.24)
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Replacing t by s in (3.24), integrating from t2 to t ∈ [t2,∞)T, we obtain

−x[n−1] (t) + x[n−1] (t2) ≥ l

∫ t

t2

p (s) ∆s

Hence by (3.23), we have limt→∞ x[n−1] (t) = −∞, which contradicts the fact that

x[n−1] (t) > 0 eventually. This completes the proof.

As a direct consequence of Theorems 3.1–3.4, we obtain oscillation criteria for

Eq. (1.1) with n = 2, namely, for the equation
(

r1(t)x
∆(t)

)∆
+ p (t) x (g (t)) = 0, t ∈ [t0,∞)

T
. (3.25)

Corollary 3.5. Assume that, for sufficiently large T ∈ [t0,∞)T,

lim inf
t→∞

R1 (t, T )

∫

∞

t

p (s)
R1(τ(s), T )

R1(σ(s), T )
∆s >

1

4
,

Then every solution of Eq. (3.25) is oscillatory.

Corollary 3.6. Assume that, for sufficiently large T ∈ [t0,∞)T,

lim inf
t→∞

1

R1 (t, T )

∫ t

T

p (s) R1 (σ(s), T )R1(τ(s), T )∆s >
L∗

1 + L∗
,

where

L∗ := lim sup R1 (σ(s), T )/R1 (s, T ) .

Then every solution of Eq. (3.25) is oscillatory.

Corollary 3.7. Assume that, for sufficiently large T ∈ [t0,∞)T,

lim sup
t→∞

R1(τ (t) , T )

∫

∞

t

p(s)∆s > 1.

Then every solution of Eq. (3.25) is oscillatory.

Corollary 3.8. Assume that (3.23) holds. Then every solution of Eq. (3.25) is os-

cillatory.

Example 3.9. Consider the second order nonlinear dynamic equation (3.25) with

p(t) = β
r1(t)

, where β is a positive constant such that (1.2) holds. We see that

lim inf
t→∞

1

R1 (t, T )

∫ t

T

p (s)R1 (σ(s), T )R1(τ(s), T )∆s

≥ β lim inf
t→∞

1

R1 (t, T )

∫ t

T

1

r1(s)
∆s

= β lim inf
t→∞

1

R1 (t, T )

∫ t

T

[R1 (s, t0)]
∆ ∆s

= β,

since limt→∞

R1(t,t0)
R1(t,T )

= 1. Then, by Corollary 3.6, we get that (3.26) is oscillatory if

β > L∗

1+L∗
.
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Example 3.10. Consider the second order nonlinear dynamic equation

(

1

t
x∆(t)

)∆

+
ηt

R2
1(t, t0)

x(g(t)) = 0, g(t) ≥ σ(t), (3.26)

where η is a positive constant. Here r1(t) = 1
t
, p(t) =

ηt

R2
1(t, t0)

. Note that

∫

∞

t0

∆t

r1(t)
=

∫

∞

t0

t ∆t = ∞,

and

lim inf
t→∞

R1 (t, T )

∫

∞

t

p (s)
R1(τ(s), T )

R1(σ(s), T )
∆s

= η lim inf
t→∞

R1 (t, T )

∫

∞

t

s

R2
1(s, t0)

∆s

≥ η lim inf
t→∞

R1 (t, T )

∫

∞

t

s

R1(s, t0)R1(σ(s), t0)
∆s

= η lim inf
t→∞

R1 (t, T )

∫

∞

t

[ −1

R1(s, t0)

]∆

∆s

= η,

since limt→∞

R1(t,T )
R1(t,t0)

= 1. Then, by Corollary 3.5, we get that (3.26) is oscillatory if

η > 1
4
.

For Eq. (1.1) with an even n ≥ 4, we have further criteria for oscillation as shown

below.

Theorem 3.11. Assume that
∫

∞

t0

p2(t)∆t = ∞, (3.27)

and

lim inf
t→∞

Rn−1 (t, T )

∫

∞

t

p(s)
R̄n−1,n−1(τ(s), T )

Rn−1(σ(s), T )
∆s >

1

4
, (3.28)

for sufficiently large T ∈ [t0,∞)T. Then every solution of Eq. (1.1) is oscillatory.

Theorem 3.12. Assume that (3.27) and

lim inf
t→∞

1

Rn−1 (t, T )

∫ t

T

p(s)R̄n−1,n−1(τ(s), T )Rn−1 (σ(s), T )∆s >
L∗

m

1 + L∗

m

, (3.29)

for sufficiently large T ∈ [t0,∞)T and where

L∗

m := lim sup Rn−1 (σ(s), T )/ Rn−1 (s, T ) .

Then every solution of Eq. (1.1) is oscillatory.
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Theorem 3.13. Assume that (3.27) and

lim sup
t→∞

R̄n−1,n−1(τ (t) , T )

∫

∞

t

p(s)∆s > 1, (3.30)

for sufficiently large T ∈ [t0,∞)T. Then every solution of Eq. (1.1) is oscillatory.

Proofs of Theorems 3.11–3.13. Assume Eq. (1.1) has a non-oscillatory solution x(t).

Then without loss of generality, assume x(t) > 0 and x (g (t)) > 0 on [t0,∞)T. It

follows from Lemma 2.1 that there exists an odd m ∈ {1, . . . , n − 1} such that (2.1)

and (2.2) hold for t ≥ t1 ∈ [t0,∞)T. We claim that (3.27) implies that m = n− 1. In

fact, if 1 ≤ m ≤ n − 3, then for t ≥ t1

x[n](t) < 0, x[n−1](t) > 0, x[n−2](t) < 0, x[n−3](t) > 0. (3.31)

By Lemma 2.3, Part (a) we have that for i = n − 2

−x[n−2](t) ≥ x (τ (t))

∫

∞

t

p1(s)∆s for t ∈ [t1,∞)T.

By using the fact that x(t) is strictly increasing on [t1,∞)T. Then for sufficiently

large t2 ∈ [t1,∞)T, we have x(τ(t)) ≥ l for t ≥ t2. Then

−x[n−2](t) ≥ l

∫

∞

t

p1(s)∆s for t ∈ [t2,∞)T.

It follows that

−
(

x[n−3](t)
)∆ ≥ l

1

rn−2(t)

∫

∞

t

p1(s)∆s = l p2(t).

Integrating above inequality from t2 to t ∈ [t2,∞)T and noting that x[n−3] > 0

eventually, we get

x[n−3](t2) − x[n−3](t) ≥ l

∫ t

t2

p2(s)∆s.

As a result, limt→∞ x[n−3](t) = −∞, which contradicts the fact that x[n−3] > 0 on

[t2,∞)T. This shows that if (3.27) holds, then m = n − 1. The rest of the proof

of Theorems 3.11–3.13 is similar to the proof of Theorems 3.1–3.3 with m = n − 1

respectively and hence can be omitted.

Remark 3.14. The conclusion of Theorems 3.11–3.13 remains intact if assumption

(3.27) is replaced by one of the following conditions

either

∫

∞

t0

p0(t)∆t = ∞ or

∫

∞

t0

p1(t)∆t = ∞. (3.32)
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4. CRITERIA FOR ODD ORDER EQUATIONS

In this section, we establish Hille, Nehari, Ohriska and Fite-Wintner type criteria

for odd order dynamic equation (1.1). It follows from Lemma 2.1 that there exists

an even integer m ∈ {0, . . . , n − 1} such that (2.1) and (2.2) hold eventually.

Theorem 4.1. Assume that (3.1) holds, for every even number i ∈ {2, . . . , n − 1}
and

∫

∞

t0

pn−1(t)∆t = ∞. (4.1)

Then every solution of Eq. (1.1) is either oscillatory or tends to zero monotonically.

Theorem 4.2. Assume that (3.13), for every even number i ∈ {2, . . . , n − 1} and

(4.1) hold. Then every solution of Eq. (1.1) is either oscillatory or tends to zero

monotonically.

Theorem 4.3. Assume that (3.20), for every even number i ∈ {2, . . . , n − 1} and

(4.1) hold. Then every solution of Eq. (1.1) is either oscillatory or tends to zero

monotonically.

Proofs of Theorems 4.1–4.3. Assume Eq. (1.1) has a non-oscillatory solution x(t).

Then without loss of generality, assume x(t) > 0 and x (g (t)) > 0 on [t0,∞)T. It

follows from Lemma 2.1 that there exists an even m ∈ {0, . . . , n − 1} such that (2.1)

and (2.2) hold for t ≥ t1 ∈ [t0,∞)T.

(I) We show that if m = 0, then limt→∞ x(t) = 0. In this case

(−1)k x[k] > 0 for k = 0, 1, . . . , n.

This implies that x(t) is strictly decreasing on [t1,∞)T. Then limt→∞ x(t) = l ≥ 0.

Assume l > 0. Then for sufficiently large t2 ∈ [t1,∞)T, we have x(g(t)) ≥ l for t ≥ t2.

Then from (1.1), we obtain

−
(

x[n−1] (t)
)∆

= p (t)x (g (t)) ≥ l p (t) for t ∈ [t2,∞)T.

Replacing t by s in above inequality and integrating from t to v ∈ [t,∞)T, we get

−x[n−1](v) + x[n−1](t) ≥ l

∫ v

t

p (s) ∆s = l

∫ v

t

p0 (s) ∆s.

and by (2.2) we see that x[n−1](v) > 0. Hence by taking limits as v → ∞ we have

x[n−1](t) ≥ l

∫

∞

t

p0 (s) ∆s,

which implies
(

x[n−2](t)
)∆ ≥ l

1

rn−1(t)

∫

∞

t

p0 (s)∆s = l p1(t).
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Integrating from t to v ∈ [t,∞)T and letting v → ∞ and using (2.2), we get

−x[n−2](t) ≥ l

∫

∞

t

p1(s) ∆s.

Continuing this process, we get

−x[1](t) ≥ l

∫

∞

t

pn−2(s) ∆s,

which implies

−x∆(t) ≥ l
1

r1(t)

∫

∞

t

pn−2(s)∆s = l pn−1(t).

Again integrating the above inequality from t2 to t ∈ [t2,∞)T, we get

−x(t) + x(t2) ≥ l

∫ t

t2

pn−1(s) ∆s

Hence by (4.1), we have limt→∞ x(t) = −∞, which contradicts the fact that x > 0

eventually. This shows that if m = 0, then limt→∞ x(t) = 0.

(II) Assume m ≥ 2. The same argument holds as in the proof of Theorems 3.1–3.3

respectively and hence is omitted. This completes the proof.

Example 4.4. Consider the third order nonlinear dynamic equation

(

tx∆∆(t)
)∆

+
β

t2
x(g(t)) = 0, g (t) ≥ σ(t), (4.2)

for t ∈ [t0,∞)
T
, where β is a positive constant. Here

n = 3, i = 2, r2(t) = 1, r1(t) = t and p(t) =
β

t2
.

It is clear that condition (1.2) holds. Note that

p1(t) =
1

r2(t)

∫

∞

t

p(s)∆s =

∫

∞

t

β

s2
∆s ≥ β

∫

∞

t

(−1

s

)∆

∆s ≥ β

t
,

and
∫

∞

t0

p1(s)∆s ≥ β

∫

∞

t0

∆s

s
= ∞,

To apply Theorem 4.1, it remains to prove that condition (3.1) holds. To see this

note that

lim inf
t→∞

R2 (t, T )

∫

∞

t

P2 (s, T )∆s ≥ β lim inf
t→∞

(t − T )

∫

∞

t

∆s

s2
≥ β lim inf

t→∞

t − T

t
= β.

So if β > 1
4
, then (3.1) holds and we have by Theorem 4.1 that (4.2) is oscillatory or

every solution tends to zero if β > 1
4
.

Theorem 4.5. Assume that (3.23) holds. Then every solution of Eq. (1.1) is either

oscillatory or tends to zero monotonically.



CRITERIA FOR HIGHER ORDER DYNAMIC EQUATIONS 483

Proof. Assume Eq. (1.1) has a non-oscillatory solution x(t). Then without loss of

generality, assume x(t) > 0 and x (g (t)) > 0 on [t0,∞)T. It follows from Lemma 2.1

that there exists an even m ∈ {0, . . . , n − 1} such that (2.1) and (2.2) hold for t ≥
t1 ∈ [t0,∞)T.

(I) We show that if m = 0, then limt→∞ x(t) = 0. In this case

(−1)k x[k] > 0 for k = 0, 1, . . . , n.

This implies that x(t) is strictly decreasing on [t1,∞)T. Then limt→∞ x(t) = l ≥ 0.

Assume l > 0. Then for sufficiently large t2 ∈ [t1,∞)T, we have x(g(t)) ≥ l for t ≥ t2.

Then from (1.1), we obtain

−
(

x[n−1] (t)
)∆

= p (t)x (g (t)) ≥ l p (t) for t ∈ [t2,∞)T.

Replacing t by s in the above inequality and integrating from t2 to t ∈ [t2,∞)T, we

get

−x[n−1](t) + x[n−1](t2) ≥ l

∫ t

t2

p (s) ∆s.

Hence by (3.23), we have limt→∞ x[n−1] (t) = −∞, which contradicts the fact that

x[n−1] (t) > 0 eventually. This shows that if m = 0, then limt→∞ x(t) = 0.

(II) Assume m ≥ 2. The same argument as in the proof of Theorem 3.4 and

hence is omitted. This completes the proof.

Example 4.6. Consider the higher order nonlinear dynamic equation (1.1) with

ri(t) = t1/i, i = 1, 2, . . . , n − 1 and p(t) =
1

tβ
,

where β ∈ (−∞, 1] is a constant. Using [5, Example 5.60], we have
∫

∞

t0

∆s

s1/i
=

∫

∞

t0

∆s

sβ
= ∞, i = 1, 2, . . . , n − 1.

Then by Theorems 3.4 and 4.5:

1. if n ∈ 2N, then every solution of Eq. (1.1) is oscillatory.

2. if n ∈ 2N − 1, then every solution of Eq. (1.1) is either oscillatory or tends to

zero monotonically.

At the end of this paper, we establish parallel results to Theorems 3.11–3.13

under the assumption that (3.27) holds.

Theorem 4.7. Assume that (3.27) and (3.28) hold. Then every solution of Eq. (1.1)

is either oscillatory or tends to zero monotonically.

Theorem 4.8. Assume that (3.27) and (3.29) hold. Then every solution of Eq. (1.1)

is either oscillatory or tends to zero monotonically.

Theorem 4.9. Assume that (3.27) and (3.30) hold. Then every solution of Eq. (1.1)

is either oscillatory or tends to zero monotonically.
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Proofs of Theorems 4.7–4.9. Assume Eq. (1.1) has a non-oscillatory solution x(t).

Then without loss of generality, assume x(t) > 0 and x (g (t)) > 0 on [t0,∞)T. It

follows from Lemma 2.1 that there exists an even m ∈ {0, . . . , n − 1} such that (2.1)

and (2.2) hold for t ≥ t1 ∈ [t0,∞)T.

(I) We show that if m = 0, then limt→∞ x(t) = 0. In this case

(−1)k x[k] > 0 for k = 0, 1, . . . , n.

This implies that x(t) is strictly decreasing on [t1,∞)T. Then limt→∞ x(t) = l ≥ 0.

Assume l > 0. Then for sufficiently large t2 ∈ [t1,∞)T, we have x(g(t)) ≥ l for t ≥ t2.

As in the proof of Theorems 4.1–4.3, we have

−x[n−2](t) ≥ l

∫

∞

t

p1(s) ∆s,

which implies

−
(

x[n−3](t)
)∆ ≥ l

1

rn−2(t)

∫

∞

t

p1(s)∆s = l p2(t).

Integrating above inequality from t2 to t ∈ [t2,∞)T and noting that x[n−3] > 0

eventually, we get

x[n−3](t2) − x[n−3](t) ≥ l

∫ t

t2

p2(s)∆s.

As a result, limt→∞ x[n−3](t) = −∞, which contradicts the fact that x[n−3] > 0 on

[t2,∞)T. This shows that if m = 0, then limt→∞ x(t) = 0.

(II) Assume m ≥ 2. The same argument holds as in the proof of Theorems 3.11–

3.13, respectively, and hence is omitted. This completes the proof.

Remark 4.10. (a) The conclusion of Theorems 4.1–4.3 remains intact if assumption

(4.1) is replaced by one of the following conditions
∫

∞

t0

p3(t)∆t = ∞,

∫

∞

t0

p4(t)∆t = ∞, . . . ,

∫

∞

t0

pn−2(t)∆t = ∞.

(b) The conclusion of Theorems 4.7–4.9 remains intact if assumption (3.27)is replaced

by (3.32).
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