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ABSTRACT. This paper is concerned with the following nonlinear third-order three-point bound-

ary value problem

u′′′(t) + a(t)f(u(t)) = 0, t ∈ (0, 1),

u(0) = u′′(0) = 0, u′(1) − αu(η) = 0,

where 0 < η < 1, 0 < α <
1

η
and a(t) may be singular at t = 1. Green’s function for the associated

linear boundary value problem is constructed and some existence results of multiple nondecreasing

positive solutions are obtained by using the well-known Leggett-Williams fixed point theorem.
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1. INTRODUCTION

Third-order differential equations arise in a variety of different areas of applied

mathematics and physics, e.g., in the deflection of a curved beam having a constant

or varying cross section, a three layer beam, electromagnetic waves or gravity driven

flows and so on [7]. Recently, third-order boundary value problems (BVPs for short)

have received a lot of attention. For example, [5, 6, 9, 12, 13, 17] discussed some

third-order two-point BVPs, while [1-3, 14-16] studied some third-order three-point

BVPs. In particular, Anderson [1] obtained the existence of positive solutions for the

BVP

x′′′(t) = f(t, x(t)), t1 ≤ t ≤ t3, (1.1)

x(t1) = x′(t2) = 0, γx(t3) + δx′′(t3) = 0 (1.2)

by using the well-known Guo-Krasnoselskii and Leggett-Williams fixed point theorems

[8, 10, 11]. Sun [15] established some criteria on the existence of positive solutions to

some third-order differential equation satisfying the following three-point boundary

conditions

x(0) = x′(η) = x′′(1) = 0, (1.3)
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where η ∈ [1
2
, 1). The main tool in [15] was the Guo-Krasnoselskii fixed point theorem

[8, 10]. In [3], Green’s function for the three-point BVP of focal type

x′′′(t) = 0, t1 ≤ t ≤ t3, (1.4)

αx(t1) − βx′(t1) = 0, γx(t2) + δx′(t2) = 0, x′′(t3) = 0 (1.5)

was determined and the existence of positive solutions to a related higher-order func-

tional differential equation was discussed by employing the Guo-Krasnoselskii and

Avery-Henderson fixed point theorems [4, 8, 10].

Motivated greatly by the above-mentioned excellent works, in this paper we con-

sider the nonlinear third-order three-point BVP

u′′′(t) + a(t)f(u(t)) = 0, t ∈ (0, 1), (1.6)

u(0) = u′′(0) = 0, u′(1) − αu(η) = 0, (1.7)

where 0 < η < 1, 0 < α <
1

η
and a(t) may be singular at t = 1. First, Green’s function

for the associated linear BVP is constructed, and then, some useful properties of the

Green’s function are obtained. Finally, existence results of multiple nondecreasing

positive solutions for the BVP (1.6)–(1.7) are established.

In order to obtain our main results, we need the following fundamental concepts

and the Leggett-Williams fixed point theorem.

Let E be a real Banach space with cone P . A map σ : P → [0, +∞) is said to

be a nonnegative continuous concave functional on P if σ is continuous and

σ (tx + (1 − t)y) ≥ tσ(x) + (1 − t)σ(y)

for all x, y ∈ P and t ∈ [0, 1]. Let a, b be two numbers such that 0 < a < b and σ be

a nonnegative continuous concave functional on P . We define the following convex

sets

Pa = {x ∈ P : ‖x‖ < a} and P (σ, a, b) = {x ∈ P : a ≤ σ(x), ‖x‖ ≤ b} .

Theorem 1.1 (Leggett-Williams fixed point theorem). Let A: Pc → Pc be completely

continuous and σ be a nonnegative continuous concave functional on P such that

σ(x) ≤ ‖x‖ for all x ∈ Pc. Suppose that there exist 0 < d < a < b ≤ c such that

(1) {x ∈ P (σ, a, b) : σ(x) > a} 6= ∅ and σ (Ax) > a for x ∈ P (σ, a, b);

(2) ‖Ax‖ < d for ‖x‖ ≤ d;

(3) σ (Ax) > a for x ∈ P (σ, a, c) with ‖Ax‖ > b.

Then A has at least three fixed points x1, x2 and x3 in Pc satisfying

‖x1‖ < d, a < σ(x2), ‖x3‖ > d and σ(x3) < a.
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2. PRELIMINARIES

Throughout this paper, we assume that 0 < η < 1, 0 < α <
1

η
and the Banach

space E = C [0, 1] is equipped with the norm ‖u‖ = max0≤t≤1 |u(t)|.

Lemma 2.1. For any y ∈ E, the BVP

u′′′(t) + y(t) = 0, t ∈ (0, 1), (2.1)

u(0) = u′′(0) = 0, u′(1) − αu(η) = 0 (2.2)

has a unique solution

u(t) =

∫ 1

0

G(t, s)y(s)ds,

where

G(t, s) =
1

2(1 − αη)























2t − (1 − αη)(t2 + s2) − αt(η2 + s2), s ≤ min{η, t},

2t − t2 − s2 + αη(t − s)2, η ≤ s ≤ t,

2t − 2ts(1 − αη) − αt(η2 + s2), t ≤ s ≤ η,

2t(1 − s), s ≥ max{η, t}

is called the Green’s function.

Proof. Since the proof is obvious by a simple calculation, we omit it.

For convenience, we denote

g(s) =
1 + αη

1 − αη
(1 − s), s ∈ [0, 1] .

Lemma 2.2. For any (t, s) ∈ [0, 1] × [0, 1],

0 ≤ G(t, s) ≤ g(s)

and

0 ≤ Gt(t, s) ≤ g(s).

Proof. First, we will show that G(t, s) ≥ 0 for any (t, s) ∈ [0, 1] × [0, 1]. Since it

is obvious in other cases, we only need to prove the cases when s ≤ min{η, t} and

t ≤ s ≤ η. If s ≤ min{η, t}, then

G(t, s) =
1

2(1 − αη)

[

2t − (1 − αη)
(

t2 + s2
)

− αt
(

η2 + s2
)]

≥
1

2(1 − αη)
[2t − (1 − αη) (t + s) − αt (η + s)]

=
1

2(1 − αη)
[t − s + αs (η − t)]

≥
1

2(1 − αη)
[t − s + αs (s − t)]

≥
1

2(1 − αη)
(t − s) (1 − αη) ≥ 0.
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If t ≤ s ≤ η, then

G(t, s) =
1

2(1 − αη)

[

2t − 2ts (1 − αη) − αt
(

η2 + s2
)]

≥
1

2(1 − αη)
[2t − 2ts (1 − αη) − αt (η + s)]

≥
1

2(1 − αη)
[2t − 2ts (1 − αη) − 2αηt]

=
1

1 − αη
t (1 − s) (1 − αη) ≥ 0.

Therefore, for any (t, s) ∈ [0, 1] × [0, 1], we have

G(t, s) ≥ 0. (2.3)

Next, for any fixed s ∈ [0, 1], it is easy to know that

Gt(t, s) =
1

2 (1 − αη)























2 − 2(1 − αη)t − α(η2 + s2), s ≤ min{η, t},

2 − 2t + 2αη(t − s), η ≤ s ≤ t,

2 − 2s(1 − αη) − α(η2 + s2), t ≤ s ≤ η,

2(1 − s), max{η, t} ≤ s.

If s ≤ min{η, t}, then

Gt(t, s) =
1

2 (1 − αη)

[

2 − 2(1 − αη)t − α(η2 + s2)
]

≤
1

2 (1 − αη)
[2 − 2(1 − αη)s − 2αηs]

=
1

1 − αη
(1 − s) ≤ g(s).

If η ≤ s ≤ t, then

Gt(t, s) =
1

1 − αη
[1 − t + αη(t − s)] ≤

1

1 − αη
[1 − s + αη(1 − s)] = g(s).

If t ≤ s ≤ η, then

Gt(t, s) =
1

2 (1 − αη)

[

2 − 2s(1 − αη) − α(η2 + s2)
]

≤
1

2 (1 − αη)
[2 − 2(1 − αη)s − 2αηs]

=
1

1 − αη
(1 − s) ≤ g(s).

If max{η, t} ≤ s, then

Gt(t, s) =
1

1 − αη
(1 − s) ≤ g(s).

Therefore,

Gt(t, s) ≤ g(s), (t, s) ∈ [0, 1] × [0, 1]. (2.4)
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And so, for any (t, s) ∈ [0, 1] × [0, 1], we have

G(t, s) =

∫ t

0

Gτ (τ, s)dτ ≤

∫ t

0

g(s)dτ = tg(s) ≤ g(s). (2.5)

Moreover, it is easy to verify that Gt(t, s) ≥ 0, which together with (2.3), (2.4) and

(2.5) complete the proof.

In the remainder of this paper, we always assume that the following two conditions

are fulfilled:

(A1) f ∈ C ([0,∞), [0,∞));

(A2) a ∈ C([0, 1), [0,∞)) satisfies

0 <

∫ 1

η

(1 − s)a(s)ds and

∫ 1

0

(1 − s)a(s)ds < +∞.

Denote

P = {u ∈ E : u(t) ≥ 0 for t ∈ [0, 1]} .

Then it is obvious that P is a cone in E. For u ∈ P , we define

(Au) (t) =

∫ 1

0

G(t, s)a(s)f(u(s))ds, t ∈ [0, 1].

Lemma 2.3. A : P → P is completely continuous.

Proof. Suppose that u ∈ P . By the continuity of f , we may let M = supx∈[0, ‖u‖] f(x).

Then it follows from Lemma 2.1, Lemma 2.2 and (A2) that

0 ≤ (Au)(t) =

∫ 1

0

G(t, s)a(s)f(u(s))ds ≤

∫ 1

0

g(s)a(s)f(u(s))ds

=
1 + αη

1 − αη

∫ 1

0

(1 − s)a(s)f(u(s))ds

≤
M(1 + αη)

1 − αη

∫ 1

0

(1 − s)a(s)ds < +∞, t ∈ [0, 1],

which shows that A is well defined and A(P ) ⊂ P .

Now we prove that A is a compact operator. Suppose that D ⊂ P is an arbitrary

bounded set. Then there is M1 > 0 such that ‖u‖ ≤ M1 for all u ∈ D. Let

M2 = supx∈[0,M1] f(x). With the similar arguments as above, for all u ∈ D, we have

0 ≤ (Au)(t) =

∫ 1

0

G(t, s)a(s)f(u(s))ds ≤
M2(1 + αη)

1 − αη

∫ 1

0

(1 − s)a(s)ds, t ∈ [0, 1],

which shows that A(D) is uniformly bounded. At the same time, for all u ∈ D, in

view of Lemma 2.2, we get

0 ≤ (Au)′(t) =

∫ 1

0

Gt(t, s)a(s)f(u(s))ds ≤
M2(1 + αη)

1 − αη

∫ 1

0

(1 − s)a(s)ds, t ∈ [0, 1],
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which implies that A(D) is equicontinuous. Therefore, it follows from Arzela-Ascoli

theorem that A is compact.

Finally, we prove that A is continuous. Suppose that um, u ∈ P and ‖um − u‖ →

0 (m → ∞). Then there exists M3 > 0 such that ‖um − u‖ ≤ M3 for all m. Let

M4 = M3 + ‖u‖. Then it is easy to see that ‖um‖ ≤ M4 for all m. By Lemma 2.2,

for all m, we obtain

G(t, s)a(s)f(um(s)) ≤ g(s)a(s)f(um(s))

≤
M5(1 + αη)

1 − αη
(1 − s)a(s), (t, s) ∈ [0, 1] × [0, 1),

where M5 = supx∈[0,M4] f(x). According to Lebesgue Dominated Convergence theo-

rem, we know that

lim
m→∞

(Aum)(t) = lim
m→∞

∫ 1

0

G(t, s)a(s)f(um(s))ds =

∫ 1

0

lim
m→∞

G(t, s)a(s)f(um(s))ds

=

∫ 1

0

G(t, s)a(s)f( lim
m→∞

um(s))ds =

∫ 1

0

G(t, s)a(s)f(u(s))ds

= (Au)(t), t ∈ [0, 1],

which shows that A is continuous. To sum up, A : P → P is completely continuous.

Lemma 2.4. For any u ∈ P , Au is nondecreasing on [0, 1] and min
t∈[η,1]

(Au)(t)≥ η ‖Au‖.

Proof. Suppose u ∈ P . Then it is easy to know from the definition of (Au)(t) that

(Au)′′′(t) + a(t)f(u(t)) = 0, t ∈ (0, 1)

and

(Au)(0) = (Au)′′(0) = 0, (Au)′(1) − α(Au)(η) = 0.

Since (Au)′′′(t) = −a(t)f(u(t)) ≤ 0 for t ∈ (0, 1), (Au)′′ is non-increasing on [0,1]. So,

(Au)′′(t) ≤ (Au)′′(0) = 0 for t ∈ (0, 1). This shows that (Au)′ is non-increasing on

[0,1], which implies that (Au)′(t) ≥ (Au)′(1) = α(Au)(η) ≥ 0 for t ∈ (0, 1). Therefore,

Au is nondecreasing on [0, 1].

On the other hand, by combining the fact (Au)′′(t) ≤ 0 for t ∈ (0, 1), we obtain

that Au is concave down on [0, 1]. Furthermore, since (Au)′(t) ≥ 0 for t ∈ (0, 1), we

know that min
t∈[η,1]

(Au)(t) = (Au)(η) and ‖Au‖ = (Au)(1). So, it is clear that

min
t∈[η,1]

(Au)(t) ≥ η ‖Au‖ .
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3. MAIN RESULTS

Since it is obvious that fixed points of the operator A are solutions of the BVP

(1.6)–(1.7), in this section we will apply the Leggett-Williams fixed point theorem to

the operator A to obtain the existence of multiple nondecreasing positive solutions

for the BVP (1.6)–(1.7). For convenience, we let

C =
η

1 − αη

∫ 1

η

(1 − s)a(s)ds and D =
1 + αη

1 − αη

∫ 1

0

(1 − s)a(s)ds.

Theorem 3.1. Assume that there exist numbers d0, d1 and c with 0 < d0 < d1 <
d1

η
< c such that

f(u) <
d0

D
for u ∈ [0, d0] , (3.1)

f(u) >
d1

C
for u ∈

[

d1,
d1

η

]

(3.2)

and

f(u) <
c

D
for u ∈ [0, c] . (3.3)

Then the BVP (1.6)–(1.7) has at least three nondecreasing positive solutions.

Proof. For u ∈ P , we define

σ(u) = min
t∈[η,1]

u(t).

Then it is easy to check that σ is a nonnegative continuous concave functional on P

with σ(u) ≤ ‖u‖ for u ∈ P .

We first assert that if there exists a positive number r such that f(u) <
r

D
for

u ∈ [0, r], then A : Pr → Pr.

Indeed, if u ∈ Pr, then for t ∈ [0, 1], by Lemma 2.1 and Lemma 2.2, we have

(Au)(t) =

∫ 1

0

G(t, s)a(s)f(u(s))ds ≤

∫ 1

0

g(s)a(s)f(u(s))ds

<
r

D

1 + αη

1 − αη

∫ 1

0

(1 − s)a(s)ds = r.

Thus, ‖Au‖ < r, that is, Au ∈ Pr. Hence, we have shown that if (3.1) and (3.3) hold,

then A maps Pd0
into Pd0

and Pc into Pc.

Next, we assert that {u ∈ P (σ, d1, d1/η) : σ(u) > d1} 6= ∅ and σ(Au) > d1 for all

u ∈ P (σ, d1, d1/η).

In fact, the constant function

d1 + d1/η

2
∈ {u ∈ P (σ, d1, d1/η) : σ(u) > d1} .

On the other hand, for u ∈ P (σ, d1, d1/η), we have

d1/η ≥ ‖u‖ ≥ u(t) ≥ min
t∈[η,1]

u(t) = σ(u) ≥ d1
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for all t ∈ [η, 1]. Thus, in view of (3.2) and the proof of Lemma 2.4, we get

σ(Au) = (Au)(η)

= −
1

2(1 − αη)

∫ η

0

(η − s)2a(s)f(u(s))ds +
η

1 − αη

∫ 1

0

(1 − s)a(s)f(u(s))ds

≥ −
1

2(1 − αη)

∫ η

0

(η − s)a(s)f(u(s))ds +
η

1 − αη

∫ 1

0

a(s)f(u(s))ds

−
η

1 − αη

∫ 1

0

sa(s)f(u(s))ds

≥
η

2(1 − αη)

∫ 1

η

a(s)f(u(s))ds +
η

2(1 − αη)

∫ 1

0

a(s)f(u(s))ds

+
η

2 (1 − αη)

∫ η

1

sa(s)f(u(s))ds +
η

2 (1 − αη)

∫ 0

1

sa(s)f(u(s))ds

=
η

2(1 − αη)

∫ 1

η

(1 − s)a(s)f(u(s))ds +
η

2 (1 − αη)

∫ 1

0

(1 − s)a(s)f(u(s))ds

≥
η

1 − αη

∫ 1

η

(1 − s)a(s)f(u(s))ds

>
d1

C

η

1 − αη

∫ 1

η

(1 − s)a(s)ds

= d1

as required.

Finally, we assert that if u ∈ P (σ, d1, c) and ‖Au‖ > d1/η, then σ(Au) > d1.

To see this, we suppose that u ∈ P (σ, d1, c) and ‖Au‖ > d1/η, then it follows

from Lemma 2.4 that

σ(Au) = min
t∈[η,1]

(Au)(t) ≥ η ‖Au‖ > η
d1

η
= d1.

To sum up, all the hypotheses of the Leggett-Williams fixed point theorem are

satisfied. Hence A has at least three fixed points u, v and w, that is, the BVP

(1.6)–(1.7) has at least three positive solutions u, v and w satisfying

‖u‖ < d0, d1 < min
t∈[η,1]

v(t), ‖w‖ > d0 and min
t∈[η,1]

w(t) < d1.

Furthermore, we know from Lemma 2.4 that u, v and w are also nondecreasing.

Example 3.2. We consider the following BVP

u′′′(t) +
1

1 − t
f(u(t)) = 0, t ∈ (0, 1), (3.4)

u(0) = u′′(0) = 0, u′(1) − u(
1

2
) = 0, (3.5)
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where

f(u) =































u2

4
, u ∈ [0, 1] ,

19
4
u − 9

2
, u ∈ [1, 2] ,

u2 + 1, u ∈ [2, 4] ,

− 3
20

u + 88
5
, u ∈ [4, 64],

u
1
2 , u ∈ [64,∞).

A simple calculation shows that

C =
1

2
and D = 3.

If we choose

d0 = 1, d1 = 2 and c = 64,

then the conditions (3.1)–(3.3) are satisfied. Therefore, it follows from Theorem 3.1

that the BVP (3.4)–(3.5) has at least three nondecreasing positive solutions.

Remark 3.3. It is easy to extend the main results of this paper to the corresponding

BVP of dynamic equations on time scales.

REFERENCES

[1] D. R. Anderson, Green’s function for a third-order generalized right focal problem, J. Math.

Anal. Appl., 288 (2003), 1–14.

[2] D. R. Anderson and J. M. Davis, Multiple solutions and eigenvalues for three-order right focal

boundary value problems, J. Math. Anal. Appl., 267 (2002), 135–157.

[3] D. R. Anderson, T. O. Anderson and M. M. Kleber, Green’s function and existence of solutions

for a functional focal differential equation, Electronic J. Differential Equations, 12 (2006), 1–14.

[4] R. I. Avery and J. Henderson, Two positive fixed points of nonlinear operators on ordered

Banach spaces, Comm. Appl. Nonlinear Anal., 8 (2001), 27–36.

[5] Z. J. Du, W. G. Ge and X. J. Lin, Existence of solutions for a class of third-order nonlinear

boundary value problems, J. Math. Anal. Appl., 294 (2004), 104–112.

[6] Y. Feng and S. Liu, Solvability of a third-order two-point boundary value problem, Applied

Mathematics Letters, 18 (2005), 1034–1040.

[7] M. Gregus, Third Order Linear Differential Equations, Math. Appl., Reidel, Dordrecht, 1987.

[8] D. Guo and V. Lakshmikantham, Nonlinear Problems in Abstract Cones, Academic Press,

NewYork, 1988.

[9] B. Hopkins and N. Kosmatov, Third-order boundary value problems with sign-changing solu-

tions, Nonlinear Analysis. Theory Methods & Applications, 67 (2007), 126–137.

[10] M. Krasnoselskii, Positive Solutions of Operator Equations, Noordhoff, Groningen, 1964.

[11] R. W. Leggett and L. R. Williams, Multiple positive fixed points of nonlinear operators on

ordered Banach spaces, Indiana Univ. Math. J., 28 (1979), 673–688.

[12] S. Li, Positive solutions of nonlinear singular third-order two-point boundary value problem,

J. Math. Anal. Appl., 323 (2006), 413–425.

[13] Z. Liu, J. S. Ume, D. R. Anderson and S. M. Kang, Twin monotone positive solutions to a

singular nonlinear third-order differential equation, J. Math. Anal. Appl., 334 (2007) 299–313.



100 J-P. SUN, L-J. GUO, AND J-G. PENG

[14] R. Ma, Multiplicity results for a third order boundary value problem at resonance, Nonlinear

Analysis. Theory Methods & Applications, 32 (4) (1998), 493–499.

[15] Y. Sun, Positive solutions of singular third-order three-point boundary value problem, J. Math.

Anal. Appl., 306 (2005), 589–603.

[16] Q. Yao, The existence and multiplicity of positive solutions for a third-order three-point bound-

ary value problem, Acta Math. Appl. Sinica, 19 (2003), 117–122.

[17] Q. Yao and Y. Feng, The existence of solution for a third-order two-point boundary value

problem, Applied Mathematics Letters, 15 (2002), 227–232.


