
Dynamic Systems and Applications 17 (2008) 445-458

EXISTENCE AND QUASILINEARIZATION FOR A CLASS OF
NONLINEAR ELLIPTIC SECOND ORDER PARTIAL

DIFFERENTIAL EQUATIONS

MOHAMED A. EL-GEBEILY AND DONAL O’REGAN

Department of Mathematics and Statistics, King Fahd University of Petroleum

and Minerals, Dhahran 31261, Kingdom of Saudi Arabia

Department of Mathematics, National University of Ireland, Galway, Ireland

ABSTRACT. In this paper we discuss some existence results and the application of quasilin-

earization methods to the solution of second order nonlinear self adjoint elliptic partial differential

equation in R
n with Dirichlet boundary conditions. Under fairly general assumptions on the data of

the problem we show the existence of a solution that can be obtained as the limit of a quadratically

convergent nondecreasing sequence of approximate solutions. If the assumptions are strengthened,

we show that the solution can be quadratically bracketed between two monotone sequences of ap-

proximate solutions of certain related linear equations.
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1. INTRODUCTION

Recently, there has been a lot of activity related to the theory of upper and lower

solutions and quasilinearization (QSL) for nonlinear ordinary differential equations.

See, for example, [1, 6, 10, 15, 17, 25] and [3, 5, 12, 13, 16, 18, 19, 20, 21, 22, 23]

and the references therein. The current research activity on the QSL method involves

development and application. For a discussion of the method see the manuscript [15]

or the paper [21]. For an account on recent developments the reader is referred to [7]

and the references therein.

Encouraged by the positive indications concerning the applicability of the method

to various fields of mathematics and applied sciences, we treat in this article the

development of the QSL method to partial differential equations of the form

(1.1) `u = Fu,

where

`u (x) = −

n∑

i,j=1

∂

∂xi

(
aij (x)

∂u (x)

∂xj

)
+ a0 (x) u (x) , x ∈ Ω ⊂ R

n

with Dirichlet boundary conditions and F is a nonlinear operator. In a sense, this

article is an application of the techniques developed for the general Hilbert space
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settings [7, 9] to the case where the operator involved is a partial differential operator.

We shall see that some of the main results here can be proved in exactly the same

way as in [7], whereas some of the other results have to be proved directly.

This paper consists of four sections in addition to the introduction. In Section

2 we present some preliminary material. In Section 3 we prove a general existence

theorem under a weak continuity assumption on F and a certain coercivity condition.

The proof makes use of a Galerkin type argument. In Section 4 we combine the

Galerkin method with lower and upper solutions techniques to prove a basic existence

theorem when problem (1.1) has lower and upper solutions. In Section 5 we discuss the

application of the QSL method to generate sequences of solutions of certain perturbed

problems converging quadratically in an energy norm to a solution of the differential

equation (1.1).

2. PRELIMINARIES

Let Ω ⊂ R
n be a bounded open set with smooth boundary and let H1

0 (Ω), L2 (Ω),

H−1 (Ω) and L∞ (Ω) denote the usual Sobolev and Lebesgue spaces. In general,

the notation 〈ξ, u〉 will mean the pairing between the elements ξ ∈ H−1 (Ω) and

u ∈ H1
0 (Ω). If both ξ, u ∈ L2 (Ω), then the pairing reduces to the inner product in

L2 (Ω).

Suppose a0, aij ∈ L∞ (Ω), i, j = 1, 2, . . . , n. Define the formal operator ` by

`u (x) = −

n∑

i,j=1

∂

∂xi

(
aij (x)

∂u (x)

∂xj

)
+ a0 (x) u (x) .

= −div (A (x)∇u (x)) + a0 (x) u (x) , x ∈ Ω,

where A (x) = (aij (x)). Now ` induces an operator L : H1
0 (Ω) → H−1 (Ω) defined by

Lu = `u ∀u ∈ H1
0 (Ω) .

Furthermore, define the bilinear form a : H1
0 (Ω) ×H1

0 (Ω) → R by

a (u, v) = 〈A∇u,∇v〉 + 〈a0u, v〉 .

Lemma 2.1. For f ∈ H−1 (Ω), the following are equivalent

(i) u ∈ H1
0 (Ω), Lu = f ,

(ii) u ∈ H1
0 (Ω), a (u, v) = 〈f, v〉 for all v ∈ C∞

0 (Ω).

Proof. See [2].

Corollary 2.2. The operator L : H1
0 (Ω) → H−1 (Ω) is bounded.

Proof. Since L is defined on all of H1
0 (Ω), we only need to show that it is closed. For

this assume that we have a sequence {un} ⊂ H1
0 (Ω) converging to a u ∈ H1

0 (Ω) such
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that Lun → f in H−1 (Ω). Then ∇un → ∇u in L2 (Ω)n and un → u in L2 (Ω). For

any v ∈ C∞

0 (Ω),

〈f, v〉 = lim 〈Lun, v〉 = lim
(〈
∇un, A

t∇v
〉

+ 〈a0un, v〉
)

=
〈
∇u,At∇v

〉
+ 〈a0u, v〉 = a (u, v) .

It follows from Lemma 2.1 that Lu = f .

Observe that the operator L# defined on H1
0 (Ω) by

L#u = `∗u,

where `∗u = −div (At∇u) + a0u satisfies

〈Lu, v〉 = a (u, v) =
〈
u, L#v

〉

for all u, v ∈ H1
0 (Ω).

We consider the equation

(2.1) Lu = Fu,

where we make the following basic assumption on F .

(A) The domain of definition DF of F is convex, H1 (Ω) ⊆ DF ⊆ L2 (Ω) and F :

DF → H−1 (Ω) is a nonlinear weakly continuous (or continuous) operator with

respect to the norms of L2 (Ω) and H−1 (Ω).

The weak continuity here means that if {un} is a sequence in DF such that

〈un, v〉 → 〈u, v〉 for all v ∈ L2 (Ω) then 〈Fun, v〉 → 〈Fu, v〉 ∀v ∈ H1
0 (Ω). Observe also

that our settings here allow the dependence of F on u to include the gradient ∇u.

3. EXISTENCE OF SOLUTIONS

In this section we prove an existence theorem under the Assumption (A) and a

coercivity condition that is required to hold on the surface of a ball of positive radius

in H1
0 (Ω) (see equation (3.1) below). No other assumptions are made on the operator

L. For instance, it is not required here that L be bounded below.

Assume {wi}
∞

i=1is an orthonormal basis for H1
0 (Ω) (actually, {wi}

∞

i=1 can be se-

lected in C∞

0 (Ω)).

Theorem 3.1. Assume (A) holds. Assume further that there exists a ρ > 0 such that

the following coercivity condition holds:

(3.1) 〈Lu− Fu, u〉 > 0 (< 0)

for all u ∈ span {wi}
∞

i=1 with ‖u‖H1
0
(Ω) = ρ. Then (2.1) has at least one solution.
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Proof. We first consider the case when the inequality in (3.1) is greater than zero.

Let

Vm = span {w1, w2, · · · , wm} .

Denote by Bm (0, ρ) the open ball centered at the origin and with radius ρ in H1
0 (Ω).

Consider the problem: Find um ∈ Vm such that

(Pm) 〈Lum, v〉 = 〈Fum, v〉 ∀v ∈ Vm.

We show that (Pm) has a solution um ∈ Vm. Define the operator Tm : R
m → R

m as

follows. Associate with each element α = (α1, α2, . . . , αm) ∈ R
m, the element u ∈ Vm,

where u =
∑m

i=1 αiwi. Then |α|2 = ‖u‖2
H1

0
(Ω) and the association is an isometry

between R
m and Vm. Define

Tmα = (〈(L− F ) u, wj〉)
m

j=1 .

The weak continuity (or continuity) of F and the finite dimensionality of R
m imply

that Tm is continuous. Furthermore, for all u ∈ ∂Bm (0, ρ),

〈Tmα, α〉 =

m∑

j=1

αj

〈
(L− F ) u, w′

j

〉
= 〈(L− F )u, u〉 > 0.

A consequence of Brouwer’s fixed point theorem (see, e.g. [11]) then gives us that Tm

has a zero αm such that the corresponding um ∈ Bm (0, ρ).

Hence, we have a uniformly bounded sequence {um}
∞

m=1 (in H1
0 (Ω) and in L2 (Ω))

such that

〈Lum, wi〉 = 〈Fum, wi〉 ∀i ≤ m.

Since {um}
∞

m=1 is weakly compact, we get a subsequence (denoted {umk
}∞

k=1) and an

element u ∈ H1
0 (Ω) such that umk

⇀ u in H1
0 (Ω) and umk

→ u in L2 (Ω) (as H1
0 (Ω)

is compactly embedded in L2 (Ω)). Since L is continuous, Lumk
⇀ Lu. Since F is

weakly continuous (continuous), Fumk
⇀ Fu. (Fumk

→ Fu) in H−1 (Ω). Fixing i

and taking the limit as k → ∞ gives

(3.2) 〈Lu,wi〉 = 〈Fu, wi〉 .

Since i is arbitrary, equation (3.2), holds also for all v ∈ D = span {wi}
∞

i=1. Since D

is dense,

〈Lu, v〉 = 〈Fu, v〉 ∀v ∈ H1
0 (Ω) .

Therefore,

Lu = Fu.

Finally note that if the inequality in (3.1) is less than zero then we let F̃ = −F

and L̃ = −L. In this case
〈
L̃u− F̃u, u

〉
= −〈Lu− Fu, u〉 > 0.
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4. EXISTENCE IN THE PRESENCE OF UPPER AND LOWER

SOLUTIONS

In this section we show that, if problem (2.1) has lower and upper solutions (see

[19] or the definitions below), then the coercivity condition (3.1) can be traded in

for a boundedness condition on the operator L. This condition is explicitly stated as

follows:

There exists a µ ∈ R such that

(4.1) a (u, u) ≥ µ ‖u‖2
H1

0
(Ω) .

This assumption is satisfied if, e.g., the coefficients aij, i, j = 1, 2, . . . , n satisfy the

ellipticity condition
n∑

i,j=1

aij (x) ξiξj ≥ c0 |ξ|
2 ∀ξ ∈ R

n, ∀x ∈ Ω

for some c0 ∈ R.

In the following definition, we denote by γ0 the trace operator (see [2]) on H1 (Ω).

Definition 4.1. A function α ∈ H1 (Ω) is called a lower solution of (2.1) if `α ≤ Fα

and γ0α ≤ 0 almost everywhere on ∂Ω. A function β ∈ H1 (Ω) is called an upper

solution of (2.1) if `β ≥ Fβ and γ0β ≥ 0.

Define the operator T0 on C∞

0 (Ω) by

(4.2) T0ϕ (x) = max {ϕ (x) , 0} .

Lemma 4.2. The operator T0 defined by (4.2) extends to a continuous operator from

H1
0 (Ω) into itself.

Proof. First, we observe that, for ϕ ∈ C∞

0 (Ω), |ϕ| ∈ H1
0 (Ω). To see this, let ψ ∈

C∞

0 (Ω) and set

Ω+ = {x ∈ Ω : ϕ (x) > 0} ,

Ω− = {x ∈ Ω : ϕ (x) < 0}

and

Ω0 = {x ∈ Ω : ϕ (x) = 0} .

Then, Ω+, Ω− are open, Ω0 is closed and
∫

Ω

|ϕ|
∂ψ

∂xi

=

∣∣∣∣
∫

Ω+

ϕ
∂ψ

∂xi

−

∫

Ω−

ϕ
∂ψ

∂xi

∣∣∣∣

= −

∫

Ω+

ψ
∂ϕ

∂xi

+

∫

Ω−

ψ
∂ϕ

∂xi

= −

∫

Ω

ψg,
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where,

g (x) =





∂ϕ(x)
∂xi

, x ∈ Ω+

−∂ϕ(x)
∂xi

x ∈ Ω−

0 otherwise.

Hence, |ϕ| has an L2 (Ω) weak derivative. Therefore, |ϕ| ∈ H1
0 (Ω). Now, since

T0ϕ = (|ϕ| + ϕ) /2, T0ϕ ∈ H1
0 (Ω). Furthermore,

‖T0ϕ1 − T0ϕ2‖H1
0
(Ω) ≤

1

2
‖|ϕ1 − ϕ2| + (ϕ1 − ϕ2)‖H1

0
(Ω)

≤ ‖ϕ1 − ϕ2‖H1
0
(Ω) .

Finally, since the inclusion C∞

0 (Ω) ⊂ H1
0 (Ω) is dense, T0 extends to all of H1

0 (Ω).

Observe that if, for ϕ ∈ H1
0 (Ω), we set ψ = T0ϕ and Ω+, Ω−, Ω0 as in the proof

of the above theorem, then

∇ψ (x) =

{
∇ϕ (x) , x ∈ Ω+ ∪ Ω0

0

0, x ∈ Ω−,

where Ω0
0 is the interior of Ω0. Since ∂Ω0 = ∂Ω ∪ ∂Ω+ ∪ ∂Ω−, it has measure zero.

Therefore,
∫

Ω

|∇ψ (x)|2 dx =

∫

Ω+∪Ω−∪Ω0
0

|∇ψ (x)|2 dx

=

∫

Ω+

|∇ψ (x)|2 dx =

∫

Ω+

|∇ϕ (x)|2 dx

≤

∫

Ω

|∇ϕ (x)|2 dx.

Hence ‖T0ϕ‖H1
0
(Ω) ≤ ‖ϕ‖H1

0
(Ω).

Lemma 4.3. For every u ∈ H1
0 (Ω), 〈Lu, T0u〉 ≥ µ ‖T0u‖

2
L2(Ω).

Proof. Let ϕ ∈ C∞

0 (Ω). Let Ω+ = {x ∈ Ω : ϕ (x) > 0}. Since T0ϕ ∈ H1
0 (Ω),

〈Lϕ, T0ϕ〉 = 〈−div (A∇ϕ) + a0ϕ, T0ϕ〉 = 〈A∇ϕ,∇T0ϕ〉 + 〈a0ϕ, T0ϕ〉

=

∫

Ω+

A∇ϕ · ∇ϕ+

∫

Ω+

a0ϕ
2 = a (T0ϕ, T0ϕ) ≥ µ ‖T0ϕ‖

2
H1

0
(Ω) .

Next, given u ∈ H1
0 (Ω), let {ϕn} be a sequence in C∞

0 (Ω) converging to u in H1
0 (Ω).

Since L is bounded, Lϕn → Lu. Then, since T0 is also continuous

〈Lu, T0u〉 = lim 〈Lϕn, T0ϕn〉 ≥ µ lim ‖T0ϕn‖
2
H1

0
(Ω) = µ ‖T0u‖

2
H1

0
(Ω) .

If we start with the definition of T0 on C∞
(
Ω

)
, we can, similarly, show that it

extends to a continuous linear operator on H1 (Ω) into itself.
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Given v ∈ H1 (Ω), we can then define the operators Tv and T v on H1 (Ω) by

Tvϕ = v + T0 (ϕ− v) ,

T vϕ = v − T0 (v − ϕ) .

For α, β ∈ H1 (Ω) such that α ≤ β we let [α, β] = {u ∈ L2 (Ω) : α ≤ u ≤ β} and

define the operator Q : H1 (Ω)→H1 (Ω) by

Qu (x) := T βTαu (x) =






β (x) if u (x) > β (x) ,

u (x) if α (x) ≤ u (x) ≤ β (x) ,

α (x) if u (x) < α (x) .

Then, by Lemma 4.2 Q is continuous on H1 (Ω). However, it is not weakly continuous

(see [26]). For this reason we need to strenghten Assumption (A) to:

(A′) The domain of definition DF of F is convex, H1 (Ω) ⊆ DF ⊆ L2 (Ω) and

F : DF → H−1 (Ω) is a nonlinear weakly continuous and continuous operator with

respect to the norms of L2 (Ω) and H−1 (Ω).

Theorem 4.4. Suppose (A′) holds and that problem (2.1) has a lower solution α and

an upper solution β such that α ≤ β. Assume further that inequality (4.1) holds with

µ ≥ 0. Then (2.1) has a solution u such that α ≤ u ≤ β.

Proof. Choose λ > µ and consider the modified problem

(4.3) Lu+ λu = F ∗u,

where F ∗ := (F + λ)Q. Note that Q (H1 (Ω)) is weakly pre-compact in L2 (Ω) since

it is bounded. Since the operator F + λ is weakly continuous, F ∗ is bounded (say by

M) on L2 (Ω). Furthermore, for u ∈ H1
0 (Ω)

〈Lu+ λu− F ∗u, u〉 = a (u, u) + λ ‖u‖2 ≥ (µ+ λ) ‖u‖2
L2(Ω) −M ‖u‖L2(Ω) > 0.

By Theorem 3.1, (4.3) has a solution u ∈ H1
0 (Ω). We claim that α ≤ u ≤ β. If

not, then either Tβu > β or T αu < α. If Tβu > β let z = u − β. Observe that,

since γ0β ≥ 0 and γ0u = 0, γ0z ≤ 0. Therefore, γ0T0z = 0 and T0z ∈ H1
0 (Ω). Also

‖T0z‖L2(Ω) > 0 since T0z 6= 0. Now, using Lemma 4.3 and the assumption that µ ≥ 0,

0 ≤ 〈Lz, T0z〉 = 〈F ∗u− λu− Lβ, T0z〉

= 〈Fβ − λz − Lβ, T0z〉

≤ −λ 〈z, T0z〉 = −λ ‖T0z‖
2
L2(Ω) < 0,

a contradiction. We get a similar contradiction if T αum < α holds.
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5. THE QUASILINEARIZATION METHOD

In this section we discuss the QSL method for (2.1). Let K ⊂H1 (Ω) be the cone

of nonnegative functions. For ξ, η ∈ H−1 (Ω) we will say that ξ � η if

〈ξ, z〉 ≤ 〈η, z〉 ∀z ∈ K.

A similar meaning is given to the relation ξ � η. If ξ, η ∈ L2 (Ω) then the notions

ξ � η and ξ ≤ η coincide. We start with the following definition of p-convex operators.

Definition 5.1. Suppose C ⊂ L2 (Ω) is a convex set and J : C → H−1 (Ω). We will

say that J is p-convex if

(5.1) J ((1 − θ) u+ θv) � (1 − θ) Ju+ θJv.

for all θ ∈ [0, 1] , u, v ∈ C .

We can easily show that (see also [4], Theorem 4.3.16) an operator J : C →

H−1 (Ω) with Gateaux derivative J ′ is p-convex if and only if

Ju � Jv + J ′u (v − u)

for all u, v ∈ C.

From this point on we will assume that (2.1) has a lower solution α0and an upper

solution β0 such that α0 ≤ β0. Let C = [α0, β0] and let J : DF → L2 (Ω) be weakly

continuous, p-convex on C and has two weakly continuous Fréchet derivatives J ′, J ′′.

(For example, J could be of the form Ju = γ (〈u, u0〉)
2 w0, where w0 ≥ 0, γ > 0.)

Observe that, considered as an operator on H1 (Ω) into H−1 (Ω), J is still weakly

continuous and with two weakly continuous Fréchet derivatives. Define the weakly

continuous operators Φ : DF → H−1 (Ω) and G : DF×DF → H−1 (Ω) by

Φu = Ju− Fu,

and

G (u, v) = Fv + J ′v (u− v) − [Φu− Φv] .

Suppose that, for a given v ∈ DF , u is a solution of

Lu = G (u, v) .

Then it is straightforward to check that u is a lower solution of (2.1). On the other

hand, if β is an upper solution of (2.1) then it is also an upper solution of the above

equation. Consider the differential equation

(5.2) Lu = G (u, α0) .

Since α0, β0 are lower and upper solutions of (5.2), respectively, Theorem 4.4 tells us

that (5.2) has a solution α1 ∈ C. Repeating the process with α0 replaced by α1 and

so on we obtain a sequence αk ∈ Ck := [αk−1, β0] ∩H
1
0 (Ω), k = 1, 2, . . ..
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Theorem 5.2. Assume (A) holds. Assume further that (4.1) holds with µ > 0 and

that α0, β0 ∈ H1 (Ω) are lower and upper solutions , respectively of (2.1) such that

α0 ≤ β0. Then the sequence {αk} generated as discussed above converges in L2 (Ω) to

a solution of (2.1).

Moreover, if F is monotone decreasing, with range in L2 (Ω), then

(a): {αk} converges in H1
0 (Ω) and

(b): the convergence in L2 (Ω) is quadratic.

Proof. The sequence {αk} converges in L2 (Ω) to a function α ∈ C. For any v ∈

H1
0 (Ω),

µ 〈∇αk,∇v〉 ≤ a (αk, v) = 〈Lαk, v〉 = 〈G (αk, αk−1) , v〉 .

Since G is bounded on C, {αk} is bounded in H1
0 (Ω). Therefore, (a subsequence)

αk ⇀ β ∈ H1
0 (Ω). Furthermore, the compact embedding of H1

0 (Ω) in L2 (Ω) implies

that (a subsequence) αk → β in L2 (Ω). By uniqueness of the limit, β = α. By

Corollary 2.2, (a subsequence) Lαk ⇀ Lα. Hence, for any v ∈ H1
0 (Ω),

〈Lα, v〉 = lim 〈Lαk, v〉 = lim 〈G (αk;αk−1) , v〉 = 〈Fα, v〉 .

Thus, Lα = Fα.

To show (a), observe first that if F has its range in L2 (Ω), then the same is true

for G and both functions are still norm bounded, say by M , on C. Now

µ 〈∇αk −∇α,∇αk −∇α〉 ≤ a (∇αk −∇α,∇αk −∇α)

= 〈L (αk − α) , αk − α〉

= 〈G (αk;αk−1) − Fα, αk − α〉

≤ 2M ‖αk − α‖L2(Ω) .

This shows that αk → α in H1
0 (Ω).

To show (b), observe first that J has the representation

Ju = Jv + J ′v (u− v) +

∫ 1

0

(1 − τ) J ′′ (v + τ (u− v)) (u− v)2 dτ

for all u, v ∈ DF . Using this representation for J , the operator G can be written as

G (u, v) = Fu−

∫ 1

0

(1 − τ) J ′′ (v + τ (u− v)) (u− v)2 dτ.

Let ek = α− αk. Then

Lek = Fα−G (αk, αk−1)

= Fα− Fαk +

∫ 1

0

(1 − τ) J ′′ (αk−1 + τ (αk − αk−1)) (αk − αk−1)
2 dτ.
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Therefore, using the monotonicity assumption on F , we get

〈Lek, ek〉 ≤

∫ 1

0

(1 − τ)2 ‖J ′′ (αk−1 + τ (αk − αk−1))‖ ‖αk − αk−1‖
2
L2(Ω) ‖ek‖L2(Ω) dτ

≤
1

6
max
u∈C

‖J ′′ (u)‖ ‖αk − αk−1‖
2
L2(Ω) ‖ek‖L2(Ω)

≤
1

6
max
u∈C

‖J ′′ (u)‖ ‖ek−1‖
2
L2(Ω) ‖ek‖L2(Ω) .

On the other hand, using the Poincaré inequality, we have

‖ek‖
2
L2(Ω) ≤ A ‖ek‖

2
H1

0
(Ω) ≤

A

µ
a (ek, ek)

=
A

µ
〈Lek, ek〉 ≤ A1 ‖ek−1‖

2
L2(Ω) ‖ek‖L2(Ω) .

This establishes the quadratic convergence of the iterates.

We strengthen the assumptions on F to:

(B): In addition to (A), assume further that F has two weakly continuous Fréchet

derivatives on C and F ′ � 0.

Let B be the set

B = {u ∈ K : ‖u‖ = 1} .

Lemma 5.3. There exists an operator J : DF → L2 (Ω) such that J ′′uvw ≥ 0 and

F ′′uvw − J ′′uvw � 0 for all u ∈ C and v, w ∈ K.

Proof. Let S be a linear, finite rank and positive [14] operator on H1 (Ω) (for example,

S could be an orthogonal projection in the direction of a positive function u0 ∈

H1 (Ω)). Assume that the cone SK lies strictly on one side of a supporting hyperplane

M in SH. Since SB is compact and M is closed, d (SB,M) = δ > 0. Let z1 be a

unit vector in SH1 (Ω) that is normal to the hyperplane M. Then

M =
{
z ∈ SH1 (Ω) : 〈z1, z〉 = 0

}
.

Since SK lies on one side of M we may assume that 〈z1, z〉 ≥ 0 for all z ∈ SK. For

any u ∈ B,

0 < δ ≤ d (Su,M) = 〈Su, z1〉 .

Define the operator J : DF → L2 (Ω) by

Ju = γ (〈Su, z1〉)
2 S∗z1.

Then J ′uv = 2γ 〈Su, z1〉 〈Sv, z1〉S
∗z1 and J ′′uvw = 2γ 〈Sw, z1〉 〈Sv, z1〉S

∗z1. Now

for v, w, z ∈ B and u ∈ C,

〈F ′′uvw − J ′′uvw, z〉 ≤M − 2γ 〈Sw, z1〉 〈Sv, z1〉 〈z1, Sz〉

≤M − 2γδ3 ≤ 0
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for sufficiently large γ. For general nonzero vectors v, w, z ∈ K, the result follows by

writing

〈F ′′uvw− J ′′uvw, z〉 = ‖v‖2 ‖w‖2 ‖z‖

〈
F ′′u

v

‖v‖

w

‖w‖
− J ′′u

v

‖v‖

w

‖w‖
,
z

‖z‖

〉
.

Assume now that (B) holds and choose an operator J : DF → L2 (Ω) with the

properties stated in Lemma 5.3. Let Φ = F − J . Then the inequalities J ′′u � 0

and Φ′′ (u) � 0 easily give Ju � Jv + J ′v (u− v) and Φu � Φv + Φ′v (u− v), which

in turn give

(5.3) Fu � Fv + [J ′v + Φ′u] (u− v)

for all u, v ∈ C. For given α, β ∈ DF consider the linear problems

(I) Lu = G (u;α, β) ,

(II) Lu = D (u;α, β)

whereG (u;α, β) = Fα+[J ′α+ Φ′β] (u− α) andD (u;α, β) = Fβ+[J ′α + Φ′β] (u− β).

Let us verify that a solution u of (I) is a lower solution of (II). Using (5.3) repeatedly,

and that Φ′ is decreasing and J ′ is increasing on C with respect to the relation �, we

have

Lu = Fα + [J ′α+ Φ′β] (u− α)

� Fu � Fβ − [J ′u+ Φ′β] (β − u)

� Fβ − [J ′α + Φ′β] (β − u) = D (u;α, β) .

Similarly, we can show that a solution u of (II) is an upper solution of (I). Also, α0, β0

are lower and upper solutions, respectively, of both (I) and (II). Theorem 4.4 then

tells us that the equation

Lu = G (u;α0, β0)

has a solution α1 ∈ [α0, β0] ∩H
1
0 (Ω) and that the equation

Lu = D (u;α1, β0)

has a solution β1 ∈ [α1, β0] ∩H
1
0 (Ω). Repeating this process with α0, β0 replaced by

α1, β1 and so on, we obtain two sequences {αk} , {βk} in H1
0 (Ω) of solutions of (the

appropriate adjustments of) (I), (II), respectively, with

α0 ≤ α1 ≤ · · · ≤ αk ≤ βk ≤ · · · ≤ β1 ≤ β0 ∀k.
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Theorem 5.4. Assume (B) holds. Assume also that (4.1) holds with µ > 0 and

α0, β0 ∈ H1 (Ω) are lower and upper solutions, respectively, of (2.1) such that α0 ≤

β0. Then the sequences {αk} , {βk} generated as discussed above converge in L2 (Ω)

to a solution of (2.1).

Moreover, if F has its range in L2 (Ω), then

1. {αk} , {βk} converge in H1
0 (Ω) ;

2. the convergence in L2 (Ω) is quadratic.

Proof. The Lebesgue dominated convergence theorem gives αk → α and βk → β in

L2 (Ω). As in the proof of Theorem 5.2, we can show that α, β ∈ H1
0 (Ω), Lα = Fα and

Lβ = Fβ. It follows from the strong positivity of L and assumption (B) that α = β.

To show the quadratic rate of convergence, define the error functions ek = α−αk and

rk = βk − α. Then

Fα−G (αk;αk−1, βk−1) = Fα− {Fαk−1 + [J ′αk−1 + Φ′βk−1] (αk − αk−1)}

= {Jα− Jαk−1 − J ′αk−1 (α− αk−1)} + {Φα− Φαk−1 − Φ′βk−1 (α− αk−1)}

+ [J ′αk−1 + Φ′βk−1] (α− αk) + [J ′αk−1 + Φ′αk−1] ek.

Now

Jα− Jαk−1 − J ′αk−1 (α− αk−1) =

∫ 1

0

(1 − τ) J ′′ (αk−1 + τek−1) e
2
k−1dτ

and

Φα− Φαk−1 − Φ′βk−1 (α− αk−1) =

∫ 1

0

(1 − τ) Φ′′ (αk−1 + τek−1) e
2
k−1dτ

− {Φ′βk−1 − Φ′αk−1} ek−1 ≤ −{Φ′βk−1 − Φ′αk−1} ek−1.

Therefore,

Fα−G (αk;αk−1, βk−1) ≤

∫ 1

0

(1 − τ) J ′′ (αk−1 + τek−1) e
2
k−1dτ

− {Φ′βk−1 − Φ′αk−1} ek−1 + [J ′αk−1 + Φ′αk−1] ek

=

∫ 1

0

(1 − τ) J ′′ (αk−1 + τek−1) e
2
k−1dτ

−

∫ 1

0

(1 − τ) Φ′′ (αk−1 + τ (βk−1 − αk−1)) (βk−1 − αk−1) ek−1dτ

+ F ′αk−1ek

≤

∫ 1

0

(1 − τ)
{
J ′′ (αk−1 + τek−1) e

2
k−1

−Φ′′ (αk−1 + τ (βk−1 − αk−1)) (ek−1 + rk−1) ek−1} dτ.
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Since ek ≥ 0, using the boundedness of J ′′,Φ′′ on C, we have

〈Lek, ek〉 ≤

∫ 1

0

(1 − τ)
〈
J ′′ (αk−1 + τek−1) e

2
k−1

− Φ′′ (αk−1 + τ (βk−1 − αk−1)) (ek−1 + rk−1) ek−1, ek

〉
dτ

≤M
(
‖ek−1‖

2 + ‖ek−1‖ ‖rk−1‖
)
‖ek‖

≤M
(
‖ek−1‖

2 + ‖rk−1‖
2) ‖ek‖ .

Since L is bounded below by µ,

‖ek‖ ≤ µ−1M
(
‖ek−1‖

2 + ‖rk−1‖
2) .

Similarly,

‖rk‖ ≤ µ−1M
(
‖ek−1‖

2 + ‖rk−1‖
2) .

This establishes the quadratic convergence of the iterates.
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[19] D. Mitović and D. Žubrinić, Fundamentals of Applied Functional Analysis, Pitman Monographs

and Surveys in Pure and Applied Mathematics, 91, Addison Wesley Longman Ltd 1998.

[20] J.J. Nieto, Generalized quasilinearization method for a second order ordinary differential equa-

tion with Dirichlet boundary conditions, Proc. Amer. Math. Soc. 125:2599-2604, 1997.

[21] J.J. Nieto, Quadratic approximation of solutions for ordinary differential equations, Bull. Aus-

tral. Math. Soc., 55:161-168, 1997.

[22] J.J. Nieto and A. Torres, A nonlinear biomathematical model for the study of intracranial

aneurysms, J. Neurological Science, 177:18-23, 2000.

[23] J.J. Nieto and A. Torres, Approximation of solutions for nonlinear problems with an application

to the study of aneurysms of the circle of Willis, Nonlinear Anal., 40:513-521, 2000.

[24] S. Nikolov, S. Stoytchev, A. Torres and J.J. Nieto, Biomathematical modeling and analysis of

blood flow in an intracranial aneurysm, Neurological Research, 25: 497-504, 2003.

[25] D. O’Regan, Existence Theory for Nonresonant Singular Boundary Value Problems, Proc. Ed-

inburgh Math Soc., 38:431-447, 1995.

[26] D. O’Regan and M. El-Gebeily, Existence, Upper and Lower Solutions and Quasilinearization

for Singular Differential Equations, submitted.


