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OPTIMAL CONTROL FOR A CLASS OF DYNAMIC
VISCOELASTIC CONTACT PROBLEMS WITH ADHESION
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ABSTRACT. We study optimal control of problem governed by a coupled system of hemivaria-

tional inequality (HVI) and ordinary differential equation (ODE). The problem models viscoelastic,

adhesive contact between a body and a foundation. We employ the Kelvin-Voigt viscoelastic law

and consider the general nonmonotone and multivalued subdifferential boundary conditions. The

bonding field at the contact surface changes according to ODE based law. We provide conditions

which guarantee existence of optimal solutions for general Bolza type optimal control problem.
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1. INTRODUCTION

The aim of this article is to present existence results for optimal control problem

governed by a system of second order (in time) Partial Differential Inclusion (or

hemivariational inequality) of type u′′ + Au′ + Bu + γ∗∂J(γu) ∋ f and ODE. In

the inclusion B is a linear elasticity operator and A is a nonlinear and coercive

viscosity operator of monotone type. Moreover J is the locally Lipschitz functional

defined on the space of boundary functions, γ is the trace operator and ∂ denotes

the subdifferential in the sense of Clarke. The system models a contact process

between a body and a foundation. The boundary of the body is divided into three

disjoint regions: classical Dirichlet and Neumann region and the region of contact. On

the boundary of contact we consider two boundary conditions: one between normal

component of displacement and normal component of the stress and the other one

between tangential components of those quantities. Both relations are assumed to

be governed by nonmonotone and multivalued subdifferential boundary conditions

through which the inclusion is coupled with the ODE that describes the change of

adhesion forces on the boundary of contact.

Mechanical problems with subdifferential boundary conditions in nonconvex and

nonmonotone case lead to the notion of hemivariational inequality (HVI) which was
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introduced by Panagiotopoulos in early 1980s as a generalization of a variational

inequality. For the examples and detailed explanation the reader is referred to [26]

and [22]. Existence of solutions for the second order in time inclusion modeling the

nonmonotone contact between the viscoelastic body and a foundation was proved in

[20]. Regularity results for such problems were obtained in [17] and the asymptotic

behavior of solutions was studied in [16].

The processes of adhesion are very important in industry for several reasons.

Firstly, in the car industry, aviation and space exploration there are many settings

where nonmetallic parts are glued together. This is the case of composite materials

which are made of layers of different materials. Composite materials may undergo

delamination where different layers debond and move relatively to each other. In such

situations there is a need to add adhesion to the description of the contact process.

Secondly, in several industrial applications a glue is added to prevent relative motion

of the contacting surfaces. The glue introduces tension that opposes the separation of

the surfaces in the normal direction and opposes the relative motion in the tangential

directions. Analysis of models for such problems is mainly done in a quasistatic case

and can be found in [10, 14, 28, 31, 32, 33]. Finally, a new application of the contact

theory concerns the medical field of arthoplasty where bonding between the bone

implant and the tissue is of considerable importance since debonding may lead to

decrease in the person ability to use the artificial limb or joint (cf. [29, 30]). Artificial

implants of knee and hip prostheses (both cemented and cement-less) demonstrate

that the adhesion is important at the bone-implant interface.

The study of adhesive contact is very recent in the mathematical literature. The

novelty lies in the introduction of the ODE governed adhesive field on the contact

surface. The idea of the introduction of a surface internal variable (called the bonding

field or the adhesion field) is based on thermodynamic derivation and is originated

in [11, 12, 34]. The bonding field β is a dimensionless variable which describes the

pointwise fractional density of active bonds on the contact surface. Following [11, 12],

the evolution of the bonding field is governed by an ordinary differential equation

depending on the displacement and considered on contact surface. The conditions

that guarantee the existence and uniqueness of solutions for the coupled (HVI)-(ODE)

system that governs the adhesive contact of elastic body were given only recently in

[4] and [5].

Optimal control for the HVIs has been studied in Chapter 8 of [26], [15] [27]

(elliptic problems), [8] (shape design for elliptic hemivariational inequalities), [21]

(parabolic problems), [24], [18], [13] (hyperbolic problems), [9] (coupled hyperbolic -

parabolic systems).

In this paper we examine optimal control problems for a system of second order

(in time) evolution inclusion and ordinary differential equation. For such a system
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we deal with Bolza problems. We remark that since the system under consideration

has generally many solutions, the state of the problem for a given control can be not

determined uniquely. The content of the paper is as follows. Section 2 contains the

preliminary material. In Section 3 we present the physical setting and variational

formulation of the problem. Section 4 summarizes existence results of [4] and [5].

Optimal control problem and the main result on the existence of optimal solutions

and controls are provided in Section 5.

2. NOTATION AND PRELIMINARIES

In this section we recall some notation suitable for mathematical formulations of

mechanical contact problems, cf. [3, 14, 23, 25, 26, 32].

We denote by Sd the linear space of second order symmetric tensors on Rd (d =

2, 3). We define the inner products and the corresponding norms by

u · v = uivi, |v| = (v · v)1/2 for all u, v ∈ R
d,

σ : τ = σijτij , ‖τ‖Sd
= (τ : τ)1/2 for all σ, τ ∈ Sd.

We adopt the summation convention over repeated indices.

Let Ω ⊂ Rd be a bounded domain with a Lipschitz boundary Γ and let n denotes

the outward unit normal vector to Γ. The assumption that Γ is Lipschitz ensures

that n is defined a.e. on Γ. We use the following spaces

H = L2(Ω; R d), H =
{
τ = {τij} | τij = τji ∈ L2(Ω)

}
= L2(Ω;Sd),

H1 = {u ∈ H | ε(u) ∈ H} = H1(Ω; R d), H1 = {τ ∈ H | div τ ∈ H} ,
where ε : H1(Ω; R d) → L2(Ω;Sd) and div : H1 → L2(Ω; R d) denote the deformation

and the divergence operators, respectively, given by

(2.1) ε(u) = {εij(u)}, εij(u) =
1

2
(ui,j + uj,i), div σ = {σij,j}

and the index following a comma indicates a partial derivative. The spaces H , H, H1

and H1 are Hilbert spaces equipped with the inner products

(u, v)H =

∫

Ω

uivi dx, (σ, τ)H =

∫

Ω

σ : τ dx,

(u, v)H1
= (u, v)H + (ε(u), ε(v))H, (σ, τ)H1

= (σ, τ)H + (div σ, div τ)H .

For every v ∈ H1 we denote by v its trace γv on Γ, where γ : H1(Ω; R d) → H1/2(Γ; R d) ⊂
L2(Γ; R d) is the trace map. Given v ∈ H1/2(Γ; R d) we denote by vN and vT the

usual normal and the tangential components of v on the boundary Γ, i.e. vN =

v ·n and vT = v− vNn. Similarily, for a regular (say C1) tensor field σ : Ω → Sd, we

define its normal and tangential components by σN = (σn) · n and σT = σn− σNn.

We recall some definitions (see [7]). Let X be a reflexive Banach space and X∗

its dual. The Clarke generalized directional derivative of a locally Lipschitz function
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h : X → R at the point x ∈ X in the direction v ∈ X, denoted by h0(x; v), is defined

by

h0(x; v) = lim sup
y→x,λ↓0

h(y + λv) − h(y)

λ
.

The Clarke generalized gradient of h at x denoted by ∂h(x) is a subset of X∗ given

by ∂h(x) = {ζ ∈ X∗ : h0(x; v) ≥ 〈ζ, v〉X∗×X for all v ∈ X}. The locally Lipschitz

function h : X → R is called regular (in the sense of Clarke) at x ∈ X if for all v ∈ X

the one sided directional derivative h′(x; v) exists and satisfies h′(x; v) = h0(x; v)

for all v ∈ X. Finally T : X → X∗ is called pseudomonotone if for any sequence

{xn}n≥1 ⊆ X such that xn → x weakly in X and lim supn→∞〈Txn, xn − x〉 ≤ 0 we

have Txn → Tx weakly in X∗ and 〈Txn, xn〉 → 〈Tx, x〉.
Finally by C we will denote the generic constant dependent only on the problem

data.

3. PROBLEM FORMULATION

3.1. Physical setting. The physical setting and the process are as follows. The set

Ω is occupied by a viscoelastic body in Rd which is referred to as the reference config-

uration. We assume that the boundary Γ of Ω is divided into three mutually disjoint

measurable parts ΓD, ΓN and ΓC with m(ΓD) > 0, where m denotes the boundary

measure.

As a result of applied volume forces and surface tractions the mechanical sys-

tem evolves over the time interval [0, T ] where T > 0. We denote by u(x, t) =

(u1(x, t), . . . , ud(x, t)) the displacement at time t ∈ [0, T ] of a particle x = (x1, . . . , xd) ∈
Ω and by σ(x, t) = (σij(x, t)) the stress tensor at time t and position x. In the model

the material is assumed to be viscoelastic and its response satisfies the constitutive

law:

(3.1) σ(u, u′) = C(ε(u′)) + G(ε(u)) on Ω × (0, T ),

where C and G are prescribed nonlinear viscosity and linear elasticity operators, re-

spectively and ε is defined by (2.1). We remark that in linear viscoelasticity the above

law takes the form of the Kelvin-Voigt relation

σij = cijklεkl(u
′) + gijklεkl(u) on Ω × (0, T ),

where C = {cijkl} and G = {gijkl}, i, j, k, l = 1, . . . , d are the viscosity and elasticity

tensors, respectively, which may be functions of position.

The dynamic equation of motion represents momentum conservation (cf. [25, 14])

and it governs the evolution of the state of the body

u′′ − div σ(u, u′) = f1 on Ω × (0, T ),
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where f1 = f1(x, t) is the density of applied volume forces. We suppose that the mass

density is constant, conveniently set equal to one.

Next we describe the boundary conditions. The body is assumed to be held fixed

on the part ΓD of the surface, so the displacement u = 0 on ΓD × (0, T ). On the

part ΓN a prescribed surface force f2 = f2(x, t) is applied, thus we have the condition

σ n = f2 on ΓN × (0, T ). The body may come in adhesive contact over the part ΓC

of its surface. So we define a function β : ΓC × [0, T ] → [0, 1], which represents a

bonding field between the boundary ΓC and the surface of the foundation. When

β = 0 all bonds are inactive and there is no adhesion, when 0 < β < 1 the adhesion

is partial and a fracture β of the bonds is active. Evolution of β is governed by the

following ordinary differential equation

β ′(t) = F (t, u(t), β(t)) on ΓC × (0, T ).

The conditions on the contact boundary are naturally divided to ones in the normal

direction and those in the tangential direction (Section 5.4 of [14]). They are given

by the subdifferential boundary conditions of the form

−σN (t) ∈ ∂jN (t, β(t), uN(t)) on ΓC × (0, T )

−σT (t) ∈ ∂jT (t, β(t), uT (t)) on ΓC × (0, T ),

where the functions jT : ΓC × (0, T ) × R × Rd → R and jN : ΓC × (0, T ) × R ×
R → R are locally Lipschitz in their last variables, and ∂jT and ∂jN denote the

Clarke subdifferentials of jT (x, t, β, ·) and jN(x, t, β, ·), respectively. The component

σT represents the friction force on the contact surface. Here and below we skip

occasionally the dependence of various functions on the spatial variable x ∈ Ω ∪ Γ.

We remark that both jN and jT depend on the adhesive field β. Note also that the

explicit dependence of the functions jN and jT with respect to the time variable allows

to model situations when the frictional contact conditions depend on the temperature,

which plays the role of a parameter, and which evolution in time is prescribed.

Finally, in the evolution problem we need to prescribe the initial conditions for

the displacement and the velocity, i.e.

u(0) = u0 and u′(0) = u1 in Ω,

where u0 and u1 denote the initial displacement and the initial velocity, respectively.

The function β0 : ΓC → [0, 1] denotes the initial bonding field.

Collecting all the equations and conditions, we obtain the following formulation

of the mechanical problem: find the displacement field u : Ω× (0, T ) → Rd, the stress

field σ : Ω × (0, T ) → Sd and the bonding field β : ΓC × (0, T ) → [0, 1] such that

u′′ − div σ(u, u′) = f1 in Ω × (0, T ),(3.2)

σ(u, u′) = C(t, ε(u′)) + G(ε(u)) in Ω × (0, T ),(3.3)
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u = 0 on ΓD × (0, T ),(3.4)

σn = f2 on ΓN × (0, T ),(3.5)

− σN (t) ∈ ∂jN (t, β(t), uN(t)) on ΓC × (0, T ),(3.6)

− σT (t) ∈ ∂jT (t, β(t), uT (t)) on ΓC × (0, T ),(3.7)

β ′(t) = F (t, u(t), β(t)) on ΓC × (0, T ),(3.8)

β(0) = β0 on ΓC ,(3.9)

u(0) = u0, u′(0) = u1 in Ω.(3.10)

The above problem represents the classical formulation of the adhesive viscoelas-

tic frictional contact problem. The conditions (3.6) and (3.7) introduce the main

difficulty to the problem since they are ”nondifferentiable” and belong to the condi-

tions we meet in the part of mechanics called nonsmooth mechanics. This is a reason

for which the problem (3.2)–(3.10) has no classical solution, i.e. solution which pos-

sesses all the necessary classical derivatives and satisfies the relations in the usual

sense at each point and at each time instance. We are forced to formulate the above

problem in a weak sense.

3.2. Variational formulation of the problem. In order to obtain the variational

formulation of the problem (3.2)–(3.10), we introduce

V = {v ∈ H1 | v = 0 on ΓD} .

This space is the closed subspace of H1 and so it is a Hilbert space with the inner

product and the corresponding norm given by

(u, v)V = (ε(u), ε(v))H, ‖v‖ = ‖ε(v)‖H for u, v ∈ V.

From the Korn inequality ‖v‖H1
≤ C‖ε(v)‖H for v ∈ V with C > 0 (cf. Section 6.3 of

[23]), it follows that ‖·‖H1
and ‖·‖ are the equivalent norms on V . Identifying H with

its dual, we have an evolution triple of spaces (V,H, V ∗) with dense, continuous and

compact embeddings. For this evolution triple we define the spaces V = L2(0, T ;V ),

Ĥ = L2(0, T ;H), V∗ = L2(0, T ;V ∗) and W = {v ∈ V | v′ ∈ V∗}. Norms in V, Ĥ,V∗

will be denoted by ‖ · ‖V , ‖ · ‖ bH, ‖ · ‖V∗, while the duality brackets between V and V ∗

and V and V∗ will be denoted by 〈·, ·〉. We also put Q = {f ∈ L2(ΓC) : 0 ≤ f(x) ≤
1 a.e. on ΓC} and Q = {f : [0, T ] → Q}.

We need the following hypotheses on the data of the problem (3.2)–(3.10).

H(C) : The viscosity operator C : Ω × (0, T ) × Sd → Sd satisfies the assumptions:

(i) C(·, ·, ε) is measurable on Ω × (0, T ) for all ε ∈ Sd,

(ii) C(x, t, ·) is continuous on Sd for a.e. (x, t) ∈ Ω × (0, T ),

(iii) ‖C(x, t, ε)‖Sd
≤ c1 (b(x, t) + ‖ε‖Sd

) for ε ∈ Sd, a.e. (x, t) ∈ Ω × (0, T ) with

b ∈ L2(Ω × (0, T )), c1 > 0,
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(iv) (C(x, t, ε1) − C(x, t, ε2)) : (ε1 − ε2) ≥ 0 for all ε1, ε2 ∈ Sd and a.e. (x, t) ∈
Ω × (0, T ),

(v) C(x, t, ε) : ε ≥ c2‖ε‖2
Sd

for all ε ∈ Sd and a.e. (x, t) ∈ Ω × (0, T ) with c2 > 0,

(vi) C is of the form C(x, t, ε) = C(x, t)ε where C = {Cijkl} with i, j, k, l ∈ {1, . . . , d}
is a viscosity tensor,

(vii) ‖C(x, t)‖L(Sd,Sd) ≤ c1 a.e. (x, t) ∈ U with c1 > 0.

By a simple observation (vi) implies (ii), (vi) and (vii) imply (iii), and (v) and

(vi) imply (iv). In the sequel we consider two sets of assumptions: (i)–(v) that lead

to pseudomonotone case and the stronger ones (i),(v)–(vii) that lead to linear case.

H(G) : The elasticity operator G : Ω×Sd → Sd is of the form G(x, ε) = E(x)ε (the

Hooke law) with a symmetric and nonnegative elasticity tensor E, i.e. E = {Gijkl},
i, j, k, l = 1, . . . , d with Gijkl ∈ L∞(Ω), Gijkl = Gjikl = Glkij and Gijkl(x)χijχkl ≥ 0

for all symmetric tensors χ = {χij} and for a.e. x ∈ Ω.

H(jN) : jN : ΓC × (0, T ) × R × R → R is a function such that

(i) jN (·, ·, r, s) is measurable for all r, s ∈ R and jN (·, ·, 0, 0) ∈ L1(ΓC × (0, T ));

(ii) jN (x, t, r, ·) is locally Lipschitz for a.e. (x, t) ∈ ΓC × (0, T ) and all r ∈ R;

(iii) |∂jN (x, t, r, s)| ≤ cN (1 + |s|) for all a.e. (x, t) ∈ ΓC × (0, T ), all r, s ∈ R with

cN > 0;

(iv) either jN(x, t, r, ·) or −jN (x, t, r, ·) is regular for a.e. (x, t) ∈ ΓC × (0, T ) and all

r ∈ R;

(v) j0
N (x, t, ·, ·; z) is upper semicontinuous for a.e. (x, t) ∈ ΓC × (0, T ), all z ∈ R,

where j0
N denotes the Clarke directional derivative of jN (x, t, r, ·) in the direction

z.

H(jT ) : jT : ΓC × (0, T ) × R × R
d → R is a function such that

(i) jT (·, ·, r, ξ) is measurable for all (r, ξ) ∈ R×Rd and jT (·, ·, 0, 0) ∈ L1(ΓC×(0, T ));

(ii) jT (x, t, r, ·) is locally Lipschitz for a.e. (x, t) ∈ ΓC × (0, T ) and all r ∈ R;

(iii) |∂jT (x, t, r, ξ)| ≤ cT (1 + |ξ|) for a.e. (x, t) ∈ ΓC × (0, T ), all r ∈ R, ξ ∈ R
d with

cT > 0;

(iv) either jT (x, t, r, ·) or −jT (x, t, r, ·) is regular for a.e. (x, t) ∈ ΓC × (0, T ) and all

r ∈ R;

(v) j0
T (x, t, ·, ·; z) is upper semicontinuous for a.e. (x, t) ∈ ΓC × (0, T ), all z ∈ Rd,

where j0
T denotes the Clarke directional derivative of jT (x, t, r, ·) in the direction

z.

H(F ) : The adhesive evolution rate function F : ΓC × (0, T )×Rd ×R → R satisfies

(i) F (·, ·, ξ, r) is measurable on ΓC × (0, T ) for all (ξ, r) ∈ Rd × R and F (x, t, ·, ·) is

continuous on Rd × R for a.e. (x, t) ∈ ΓC × (0, T );
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(ii) |F (x, t, ξ1, r1) − F (x, t, ξ2, r2)| ≤ LF (|ξ1 − ξ2| + |r1 − r2|) for a.e. (x, t) ∈ ΓC ×
(0, T ), all ξi ∈ Rd, ri ∈ [0, 1], i = 1, 2 with LF > 0;

(iii) F (x, t, ξ, 0) = 0, F (x, t, ξ, r) ≥ 0 for r ≤ 0 and F (x, t, ξ, r) ≤ 0 for r ≥ 1, for a.e.

(x, t) ∈ ΓC × (0, T ), all ξ ∈ Rd.

In what follows whenever we assume both H(jN)(iv) and H(jT )(iv), we mean that

for a.e. (x, t) ∈ ΓC × (0, T ) and all r ∈ R either ”both jN (x, t, r, ·) and jT (x, t, r, ·)
are regular” or ”both −jN (x, t, r, ·) and −jT (x, t, r, ·) are regular”.

The above hypotheses are coherent and it seems they are realistic with respect to

the physical data. They are not surprising from the mathematical point of view and

appear to be adequate in the given framework. The concrete examples of functions

jT , jN and F which satisfy the hypotheses H(jT ), H(jN ) and H(F ) are given in

Section 3.5 of [4] and in Section 5 of [5].

The mass forces, boundary tractions and initial displacement, velocity and the

bonding field are the following

H(f) : f1 ∈ L2(0, T ;H), f2 ∈ L2(0, T ;L2(ΓN ; R d)), u0 ∈ V , u1 ∈ H , β0 ∈ Q.

Assuming H(f), we define f ∈ V∗ by

〈f(t), v〉 = (f1(t), v)H + (f2(t), v)L2(ΓN ;R d) for v ∈ V and a.e. t ∈ (0, T ).

We remark that if H(f) is satisfied, then (H0) holds, where

(H0) : f ∈ V∗, u0 ∈ V , u1 ∈ H , β0 ∈ Q.

To obtain the variational formulation of the problem (3.2)–(3.10), let v ∈ V . Using

the equation of motion (3.2) and the Green formula (assuming the regularity of the

functions involved), we have

〈u′′(t), v〉 + (σ(t), ε(v))H = (f1(t), v)H +

∫

Γ

σ(t)n · v dΓ for v ∈ V and t ∈ (0, T ).

Taking into account the boundary condition on ΓN , we obtain

〈u′′(t), v〉 + (σ(t), ε(v))H −
∫

ΓC

σ(t)n · v dΓ = 〈f(t), v〉.

On the other hand, using the notation of Section 2, we have
∫

ΓC

σ(t)n · v dΓ =

∫

ΓC

(σNvN + σT · vT ) dΓ.

By the definition of the generalized directional derivative it follows from the multi-

valued relations (3.6) and (3.7) on ΓC × (0, T ), that

−σN (x, t) z ≤ j0
N (x, t, β(x, t), uN(x, t); z) for all z ∈ R,

−σT (x, t) · η ≤ j0
T (x, t, β(x, t), uT (x, t); η) for all η ∈ R

d

for a.e. (x, t) ∈ ΓC × (0, T ).
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Hence we obtain the following variational formulation of the problem (3.2)–(3.10).

It is called adhesive viscoelastic frictional contact problem.

Problem (AVFC): find a displacement field u : (0, T ) → V and a bonding field

β : (0, T ) → L2(ΓC) such that u ∈ V, u′ ∈ W and β ∈ W 1,∞(0, T ;L2(ΓC)) ∩ Q and





〈u′′(t), v〉 + (σ(t), ε(v))H+

+

∫

ΓC

(
j0
N(x, t, β(x, t), uN(t); vN ) + j0

T (x, t, β(x, t), uT (t); vT )
)
dΓ(x) ≥

≥ 〈f(t), v〉 for all v ∈ V and a.e. t ∈ (0, T )

σ(t) = Cε(t, u′(t)) + Gε(u(t)) for a.e. t ∈ (0, T )

β ′(x, t) = F (x, t, u(x, t), β(x, t)) a.e. on ΓC × (0, T )

β(0) = β0 on ΓC × (0, T )

u(0) = u0, u′(0) = u1 in Ω.

Problem (AVFC) is a system in which the hemivariational inequality for the displace-

ment field is coupled with the ordinary differential equation for the bonding field.

The existence theorem for Problem (AVFC) is given in [5] and recalled in Section 4.

3.3. Evolution inclusion. In this subsection we formulate an evolution inclusion

associated with Problem (AVFC). To this end we define auxiliary operators and for-

mulate lemmas on their properties. We refer to [4], Lemma 27 (see also Lemma 5 in

[5]) and Lemma 31 (see also Lemma 9 in [5]) for the proof of Lemma 3.1 and Lemma

3.5 respectively. The proofs of lemmata 3.3 and 3.4 can be found in [19].

First we consider the Cauchy problem for the ordinary differential equation on

the contact surface. Under the assumption that the displacement is given on the

contact part of the boundary, we establish the existence of solutions to (3.8)–(3.9)

and provide the result on the continuous dependence of the adhesion field on the

displacement.

Lemma 3.1. Assume that H(F ) holds and z ∈ L2(0, T ;L2(ΓC ; Rd)). Then for every

β0 ∈ Q there exists β ∈ W 1,∞(0, T ;L2(ΓC)) ∩ Q a unique solution of the Cauchy

problem

β ′(x, t) = F (x, t, z(x, t), β(x, t)) a.e. on ΓC × (0, T )(3.11)

β(x, 0) = β0(x) on ΓC .(3.12)

Moreover, given zi ∈ L2(0, T ;L2(ΓC ; Rd)) and denoting the unique solutions corre-

sponding to zi, i = 1, 2 by βi ∈ W 1,∞(0, T ;L2(ΓC)) ∩ Q, we have

‖β1(t) − β2(t)‖L2(ΓC) ≤ d

∫ t

0

‖z1(s) − z2(s)‖L2(ΓC ;Rd) ds

for a.e. t ∈ (0, T ) with d > 0.
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Let the operator R : L2(0, T ;L2(ΓC ; Rd)) × Q → W 1,∞(0, T ;L2(ΓC)) ∩ Q be defined

by

(3.13) R(z, β0) = β,

where β ∈ W 1,∞(0, T ;L2(ΓC)) is the unique solution of the Cauchy problem (3.11)–

(3.12) corresponding to given z ∈ L2(0, T ;L2(ΓC ; Rd)), β0 ∈ Q.

Corollary 3.2. From Lemma 3.1, it follows that under the hypothesis H(F ) for every

β0 ∈ Q the operator R(·, β0) is well defined and

(3.14) ‖R(z1, β
0) −R(z2, β

0)‖L∞(0,T ;L2(ΓC)) ≤ C‖z1 − z2‖L2(0,T ;L2(ΓC ;Rd))

for all zi ∈ L2(0, T ;L2(ΓC ; Rd)) with some constant C > 0.

Moreover we define the operators A : (0, T ) × V → V ∗ and B : V → V ∗ by

(3.15) 〈A(t, u), v〉 = (C(x, t, ε(u)), ε(v))H for u, v ∈ V and t ∈ (0, T )

and

(3.16) 〈Bu, v〉 = (G(x, ε(u)), ε(v))H for u, v ∈ V.

Lemma 3.3. Under the hypothesis H(C)(i)–(v) the operator A : (0, T ) × V → V ∗

defined by (3.15) satisfies

H(A) : A : (0, T ) × V → V ∗ is such that:

(i) A(·, v) is measurable on (0, T ) for all v ∈ V ;

(ii) A(t, ·) is pseudomonotone for every t ∈ (0, T );

(iii) ||A(t, v)||V ∗ ≤ a(t) + b||v|| a.e. t, for all v ∈ V with a ∈ L2(0, T ), a ≥ 0, b > 0;

(iv) 〈A(t, v), v〉 ≥ c2||v||2 a.e. t ∈ (0, T ), for all v ∈ V .

Lemma 3.4. Under the assumption H(G) the operator B : V → V ∗ defined by (3.16)

satisfies

H(B) : B : V → V ∗ is a bounded, linear, monotone and symmetric operator (i.e.

B ∈ L(V, V ∗), 〈Bv, v〉 ≥ 0 for all v ∈ V , 〈Bv,w〉 = 〈Bw, v〉 for all v, w ∈ V ).

In order to express the system (AVFC) in the form of evolution inclusion, we have

to extend the pointwise relations (3.6) and (3.7) to relations between multifunctions

defined on infinite dimensional spaces. To formulate an evolution inclusion corre-

sponding to (AVFC), we consider the functional J : (0, T )×L2(ΓC)×L2(ΓC ; R d) → R

defined by

(3.17) J(t, w, u) =

∫

ΓC

jN (x, t, w(x), uN(x)) + jT (x, t, w(x), uT (x)) dΓ(x)

for a.e. t ∈ (0, T ), w ∈ L2(ΓC) and u ∈ L2(ΓC ; R d).
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Lemma 3.5. Under the hypothesis H(jN) and H(jT ), the functional J defined by

(3.17) satisfies

H(J) : J : (0, T ) × L2(ΓC) × L2(ΓC ; R d) → R is such that

(i) J(·, w, u) is measurable on (0, T ) for all w ∈ L2(ΓC), u ∈ L2(ΓC ; R d) and

J(·, 0, 0) ∈ L1(0, T );

(ii) J(t, w, ·) is well defined and locally Lipschitz (in fact, Lipschitz on bounded sub-

sets of L2(ΓC ; R d)) for a.e. t ∈ (0, T ) and all w ∈ L2(ΓC);

(iii) ‖ζ‖L2(ΓC ;R d) ≤ c0
(
1 + ‖u‖L2(ΓC ;R d)

)
for a.e. t ∈ (0, T ), all ζ ∈ ∂J(t, w, u),

w ∈ L2(ΓC) and u ∈ L2(ΓC ; R d) with c0 > 0;

(iv) J0(t, ·, ·; v) : L2(ΓC) × L2(ΓC ; Rd) → R is upper semicontinuous, for a.e. t ∈
(0, T ) and all v ∈ L2(ΓC ; Rd),

where J0(t, w, u; v) denotes the Clarke directional derivative of the function J(t, w, ·)
at a point u in the direction v, where u, v ∈ L2(ΓC ; Rd). Moreover, we have

J0(t, w, u; v) =

∫

ΓC

(
j0
N (x, t, w, uN ; vN) + j0

T (x, t, w, uT ; vT )
)
dΓ(x),

for a.e. t ∈ (0, T ), all w ∈ L2(ΓC) and u, v ∈ L2(ΓC ; R d).

We denote by Z the Sobolev space Hδ(Ω; Rd) with a fixed δ ∈ [1
2
, 1). Let ‖γ̄‖ =

‖γ̄‖L(Z,L2(Γ;Rd)) be the norm of the trace operator γ̄ : Z → L2(Γ; Rd) and let ce > 0 be

the embedding constant of V into Z, i.e. ‖v‖Z ≤ ce‖v‖ for all v ∈ V . Denoting by

i : V → Z the embedding injection, we have γv = γ̄(iv) for all v ∈ V . For simplicity

we omit the notation of the embedding i and we write γv = γ̄v for v ∈ V . So we have

V ⊂ Z ⊂ H ⊂ Z∗ ⊂ V ∗

with all embeddings being continuous. This also implies that

W ⊂ V ⊂ Z ⊂ Ĥ ⊂ Z∗ ⊂ V∗

with continuous embeddings, where Z = L2(0, T ;Z) and Z∗ = L2(0, T ;Z∗) denotes

its dual. We denote by γ̃ the Nemyckii operator corresponding to γ̄ defined by

(γ̃v)(t) = γ̄(v(t)) for v ∈ Z. We know that γ̃ ∈ L(Z, L2(0, T ;L2(Γ; Rd))) is well

defined, linear and bounded.

We consider the following evolution inclusion of second order

(3.18)





find u ∈ V with u′ ∈ W such that for a.e. t ∈ (0,T)

u′′(t) + A(t, u′(t)) +Bu(t) + γ̄ ∗ (∂J(t,R(γ̃u, β0)(t), γ̃u(t))) ∋ f(t),

u(0) = u0, u′(0) = u1,

where A : (0, T ) × V → V ∗, B : V → V ∗, J : (0, T ) × L2(ΓC) × L2(ΓC ; Rd) → R and

R : L2(0, T ;L2(ΓC ; Rd))×Q→W 1,∞(0, T ;L2(ΓC))∩Q are defined by (3.15), (3.16),

(3.17) and (3.13), respectively.
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Definition 3.6. A function u ∈ V solves (3.18) if and only if u′ ∈ W and there exists

ξ ∈ Z∗ such that




u′′(t) + A(t, u′(t)) +Bu(t) + ξ(t) = f(t) a.e. t ∈ (0, T )

ξ(t) ∈ γ̄ ∗ (∂J(t, (R(γ̃u, β0))(t), γ̃u(t))) a.e. t ∈ (0, T )

u(0) = u0, u′(0) = u1.

The reason to introduce the problem (3.18) is given below.

Lemma 3.7. Assume H(A), H(B), (H0), H(jN)(i)-(iv) and H(jT )(i)-(iv) and let

R be the operator defined by (3.13). Then the following statements are equivalent

(i) u is a solution to the inclusion (3.18);

(ii) u and β = R(γ̃u, β0) solve the Problem (AVFC).

Let us introduce the Nemyckii operators A : V → V∗, B : V → V∗, N : Z ×
L2(ΓC) → 2V

∗

defined respectively by (Av)(t) = A(t, v(t)), (Bv)(t) = B(v(t)) for

v ∈ V and

N (v, β0) = {w ∈ Z∗ : w(t) ∈ γ̄∗(∂J(t,R(γ̃v, β0)(t), γ̃v(t))) a.e. t ∈ [0, T ]}

for v ∈ Z, β0 ∈ L2(ΓC). We can rewrite inclusion (3.18) as

u′′ + Au′ + Bu+ w = f, where w ∈ N (u, β0).

In the sequel we will need the following

Lemma 3.8. The following statements are valid:

(i) Under assumptions H(C)(i)–(v) the operator A satisfies the following condition:

for every sequence {vn} ⊂ W with vn → v weakly in W and

lim supn→∞〈Avn, vn − v〉 ≤ 0 it follows that Avn → Av weakly in V∗ and

〈Avn, vn〉 → 〈Av, v〉,
(ii) Under assumptions H(C)(i),(v)–(vii) the operator A is linear and continuous,

(iii) Under assumptions H(G) the operator B is linear and continuous.

Proof. (i) follows directly from Lemma 7 (e) in [20] (see also Lemma 15 (e) in [5])

and the thesis (iii) follows from Lemma 4. For the proof of (ii) let us take u, v ∈ V
and estimate

〈Au, v〉 ≤
∫ T

0

〈A(t, u(t)), v(t)〉 dt =

∫ T

0

(C(x, t)ε(u(t)), ε(v(t)))H dt =

=

∫ T

0

‖C(x, t)ε(u(t))‖H‖v(t)‖ dt ≤ c1

∫ T

0

‖u(t)‖‖v(t)‖ dt ≤ c1‖u‖V‖v‖V .

Therefore ‖Au‖V∗ ≤ c1‖u‖V and we have the thesis.
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4. Existence of weak solution

In order to formulate the main existence theorem we need to define the following

constants: c = max{cN , cT}, c0 =
√

2 c max{1,
√

m(ΓC)} and m = c0 max{1, ‖γ̄‖}
and consider the following constraint:

(4.1)
c2

2
−mc2e T ‖γ̄‖ > 0.

We recall two existence theorems which are proved in [5] (see respectively Theo-

rems 14 and 4)

Theorem 4.1. Under the hypotheses H(A), H(B), H(J), (H0) and (4.1), if

R(·, β0) : L2(0, T ;L2(ΓC ; Rd)) →W 1,∞(0, T ;L2(ΓC)) ∩ Q

satisfies (3.14) for all β0 ∈ Q, then the evolution inclusion (3.18) has a solution.

Theorem 4.2. Assume the hypotheses H(C)(i)–(v), H(G), H(jN), H(jT ), H(f),

H(F ) and (4.1). Then Problem (AVFC) admits a solution {u, β} such that

u ∈W 1,2(0, T ;V ) ∩ C(0, T, V ), u′ ∈ C(0, T ;H), u′′ ∈ L2(0, T ;V ∗),

β ∈W 1,∞(0, T ;L2(ΓC)) ∩Q.
Moreover, the stress tensor corresponding to the solution satisfies σ ∈ L2(0, T ;H)

with div σ ∈ L2(0, T ;V ∗).

5. OPTIMAL CONTROL PROBLEMS

In this section we formulate the control problem corresponding to Problem (AVFC)

with the input data assumed to be the control variables. We provide the conditions

which guarantee the existence of solution for the optimal control problem.

5.1. Energy estimate. First we formulate and prove a proposition which provides

an a priori estimation for the solutions of the problem (3.18).

Proposition 5.1. Under the hypotheses H(A), H(B), H(J), (H0) and H(F ) if (4.1)

holds then there exists a positive constant C such that

‖β‖W 1,∞(0,T ;L2(ΓC)) + ‖u‖C(0,T ;V ) + ‖u′‖W ≤(5.1)

≤ C(1 + ‖u0‖ + ‖u1‖H + ‖f‖V∗ + ‖β0‖L2(ΓC)),

where u and β = R(γ̃u, β0) is a solution of (3.18) with a given data f and initial

values u0, u1 and β0.

In order to prove the above proposition we use the following
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Lemma 5.2. Assume that the hypotheses H(A), H(B), H(J), (H0) and (4.1) hold,

and R : L2(0, T ;L2(ΓC ; Rd))×Q→ W 1,∞(0, T ;L2(ΓC))∩Q is an operator defined by

(3.13). If u is a solution of (3.18), then

(5.2) ‖u‖C(0,T ;V ) + ‖u′‖W ≤ C
(
1 + ‖u0‖ + ‖u1‖H + ‖f‖V∗

)

with a positive constant C independent on β0.

For the proof of Lemma 5.2 we refer to [5], Proposition 13.

Proof of Proposition 5.1 Let H(F ) hold and z = γ̃u where u is the solution of

(3.18). Moreover, let β ∈W 1,∞(0, T ;L2(ΓC))∩Q be a unique solution of the Cauchy

problem (3.11)–(3.12). We will show that

(5.3) ‖β‖L∞(0,T ;L2(ΓC)) ≤ (1 + LFTe
LF T )‖β0‖L2(ΓC).

Integrating (3.11) over (0, t) we get for t ∈ (0, T ) and a.e. x ∈ ΓC

|β(x, t)| ≤ |β0(x)| +
∫ t

0

|F (x, s, z(x, s), β(x, s))| ds.

We use H(F )(ii) and H(F )(iii) to get

|β(x, t)| ≤ |β0(x)| +
∫ t

0

|F (x, s, z(x, s), β(x, s)) − F (x, s, z(x, s), 0)| ds ≤

≤ |β0(x)| + LF

∫ t

0

|β(x, s)| ds.

Applying the Gronwall inequality we obtain for t ∈ (0, T ) and a.e. x ∈ ΓC

|β(x, t)| ≤ |β0(x)|(1 + LFTe
LF T ).

Integrating the square of above inequality over ΓC and taking the square root we get

(5.3).

Moreover we use the condition H(F )(ii) to obtain the following estimate

‖β ′(t)‖2
L2(ΓC) = ‖F (·, t, u(·, t), β(·, t))‖2

L2(ΓC) =

=

∫

ΓC

|F (x, t, u(x, t), β(x, t)) − F (x, t, u(x, t), 0)|2dΓ ≤ LF‖β(t)‖2
L2(ΓC),

for a.e. t ∈ [0, T ], which means, that

(5.4) ‖β ′‖L∞(0,T ;L2(ΓC)) ≤ LF‖β‖L∞(0,T ;L2(ΓC)).

From (5.3) and (5.4) we have

(5.5) ‖β ′‖L∞(0,T ;L2(ΓC)) ≤ LF (1 + LFTe
LF T )‖β0‖L2(ΓC).

Combining (5.3) with (5.5) we get

(5.6) ‖β‖W 1,∞(0,T ;L2(ΓC)) ≤ (1 + LF )(1 + LFTe
LF T )‖β0‖L2(ΓC).

From (5.2) and (5.6) we get the estimate (5.1). �
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5.2. Optimal control with respect to input data. We introduce the spaces

Φ = V∗ × V × H × L2(ΓC), Ψ = Z∗ × V × H × L2(ΓC) and Y = V × W ×
W 1,∞(0, T ;L2(ΓC)). We endow Y with the product topology τY = (w−V)×(w−W)×
(w ∗−W 1,∞(0, T ;L2(ΓC)), Φ with topology τΦ = (w−V∗)× (w−V )× (w−H)× (s−
L2(ΓC)) and Ψ with topology τΨ = (w−Z∗)×(s−V )×(s−H)×(s−L2(ΓC)). In Φ and

Ψ we define the sets Φ̄ = V∗×V ×H×Q and Ψ̄ = Z∗×V ×H×Q. We observe that Φ̄ is

closed in τΦ and Ψ̄ is closed in τΨ. We also define the multivalued mappings S : Φ̄ → Y

as S(φ) = {y ∈ Y : y solves (AVFC) with the data Φ̄ ∋ φ = (f, u0, u1, β0)} and R

being the restriction of S on Ψ̄.

The control problem is formulated as follows. Given ∅ 6= Φad ⊂ Φ̄ (respectively

Φad ⊂ Ψ̄), representing the set of admissible controls, and an objective functional

F : Φ̄ × Y → R, find a control φ∗ ∈ Φad and a state y∗ ∈ S(φ∗) ⊂ Y such that

(5.7) F(φ∗, y∗) = inf{F(φ, y) : φ ∈ Φad, y ∈ S(φ)}.

The proof of the existence of an optimal solution for (5.7) is based on a result on the

continuous (in τΦ or respectively τΨ) dependence of solution of (3.18) on the input

data.

We show the following lemma.

Lemma 5.3. Under assumptions H(G), H(jN), H(jT ), H(F ), H0 and H(C)(i),(v)–

(vii) (respectively H(C)(i)–(v)) if for some sequence {φk}k ⊂ Φ̄ such that φk → φ

in τΦ we have yk ∈ S(φk) (respectively {φk}k ⊂ Ψ̄ such that φk → φ in τΨ we have

yk ∈ R(φk)), then there exists the subsequence yk → y in τY , such that y ∈ S(φ)

(respectively y ∈ R(φ)).

Proof. First we take the sequence φk = (fk, u
0
k, u

1
k, β

0
k) → (f, u0, u1, β0) = φ in τΦ (or

respectively τΨ). We observe that since Φ̄ is τΦ−closed (respectively Ψ̄ is τΨ−closed)

then φ ∈ Φ̄ (respectively φ ∈ Ψ̄). We define (uk, u
′
k) as (one of possibly many)

solutions of the HVI

find uk ∈ V with u′k ∈ W such that for a.e. t ∈ (0, T )(5.8)

u′′k(t) + A(t, u′k(t)) +Buk(t) + γ̄∗(∂J(t,R(γ̃uk, β
0
k)(t), γ̃uk(t))) ∋ fk(t),

uk(0) = u0
k, u′k(0) = u1

k.

In addition let βk = R(γ̃uk, β
0
k). By Proposition 5.1, {βk} is bounded in W 1,∞(0, T ;

L2(ΓC)), {uk} is bounded in C(0, T ;V ) and {u′k} is bounded in W. Therefore we can

extract subsequences {βk} and {uk} such that

βk → β w ∗ −W 1,∞(0, T ;L2(ΓC)),(5.9)

uk → u w − V,(5.10)

u′k → u′ w − V,(5.11)
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u′′k → u′′ w − V∗,(5.12)

where β ∈ W 1,∞(0, T ;L2(ΓC)), u ∈ V and u′ ∈ W. It suffices to show that (u, u′, β)

solves (AVFC) with (f, u0, u1, β0). We perform this in 4 steps.

Step 1. Passing to the limit in initial conditions. By the continuity of

embedding W ⊂ C(0, T ;H) we have uk → u weakly in C(0, T ;H) so for all t ∈ [0, T ]

we have uk(t) → u(t) weakly in H . Therefore in particular u0
k = uk(0) → u(0) weakly

in H , so u(0) = u0. Similarly u′k → u′ weakly in C(0, T ;H) so u′k(0) → u′(0) weakly

in H and therefore u′(0) = u1. Finally, since βk → β weakly in C(0, T ;L2(ΓC)) we

have βk(0) → β(0) weakly in L2(ΓC) and therefore β(0) = β0.

Step 2. Passing to the limit in ODE. Let us define β̄ = R(γ̃u, β0). We show

that β̄ = β and βk(t) → β(t) strongly in L2(ΓC) for all t ∈ [0, T ]. We define rk :=

βk − β̄. We observe that rk(0) = β0
k − β0 and r′k(x, t) = F (x, t, γ̃uk(x, t), βk(x, t)) −

F (x, t, γ̃u(x, t), β̄(x, t)) almost everywhere on ΓC × (0, T ). Integrating above equation

on the interval (0, t) for all t ∈ (0, T ) and almost all x ∈ ΓC , we obtain

|rk(x, t)| ≤
∫ t

0

|F (x, s, γ̃uk(x, s), βk(x, s)) − F (x, s, γ̃u(x, s), β̄(x, s))| ds+ |rk(x, 0)|.

By H(F )(ii) we get

|rk(x, t)| ≤ |rk(x, 0)| + LF

∫ t

0

|rk(x, s)| ds+ LF

∫ t

0

|γ̃uk(x, s) − γ̃u(x, s)| ds.

By the Gronwall inequality we obtain

|rk(x, t)| ≤ |rk(x, 0)| + LF

∫ t

0

|γ̃uk(x, s) − γ̃u(x, s)| ds+

+

∫ t

0

e(t−s)LFLF

(
|rk(x, 0)| + LF

∫ s

0

|γ̃uk(x, r) − γ̃u(x, r)| dr
)
ds.

Therefore, for some constant C1 (depending on T ) we have

|rk(x, t)| ≤ C1(|rk(x, 0)| +
∫ t

0

|γ̃uk(x, s) − γ̃u(x, s)| ds).

Integrating the square of above inequality over ΓC and using the Jensen inequality

we get

‖rk(t)‖L2(ΓC) ≤ C2(‖rk(0)‖L2(ΓC) + ‖γ̃uk − γ̃u‖L2(0,T ;L2(ΓC))) with C2 > 0.

By the continuity of the trace, we can write (for some constant C3 > 0)

‖rk(t)‖L2(ΓC) ≤ C3(‖rk(0)‖L2(ΓC ) + ‖uk − u‖Z) for all t ∈ (0, T ).

Now since W ⊂ Z is compact and rk(0) → 0 strongly in L2(ΓC), then also βk(t) →
β̄(t) strongly on L2(ΓC) for all t ∈ (0, T ) (and βk → β̄ strongly in C(0, T ;L2(ΓC))).

By (5.9) we have β̄ = β.
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Step 3. Passing to the limit in multivalued term. We can rewrite the

inclusion (5.8) as

(5.13) u′′k + Au′k + Buk + wk = fk, where wk ∈ N (uk, β
0
k).

By H(J)(iii) and the continuity of the trace we get

‖wk(t)‖Z∗ ≤ c0‖γ̄∗‖(1 + ‖γ̄‖‖uk(t)‖Z) for a.e. t ∈ (0, T ).

Integrating from 0 to T the square of above inequality and using the fact that em-

bedding V ⊂ Z is continuous we get

‖wk‖Z∗ ≤ C(1 + ‖uk‖V) for C > 0.

Since {uk} is bounded in V then {wk} is bounded in Z∗ and we can extract weakly−Z∗

convergent subsequence wk → w. Our aim is to verify that w ∈ N (u, β0). We observe

that wk = γ̄∗ξk for some ξk ∈ L2(0, T ;L2(ΓC)) and ξk(t) ∈ ∂J(t,R(γ̃uk, β
0
k)(t), γ̃uk(t)))

almost everywhere on (0, T ). By compactness of embedding W ⊂ Z we have uk →
u strongly in Z so also γ̃uk → γ̃u strongly in L2(0, T ;L2(ΓC)). It follows that

γ̃uk(x, t) → γ̃u(x, t) almost everywhere in ΓC × (0, T ). Furthermore R(γ̃uk, β
0
k) = βk

converges to β = R(γ̃u, β0) strongly in C(0, T ;L2(ΓC)). Finally we observe that

since wk → w weakly in Z∗ then also (by density of γ̃(Z) in L2(0, T ;L2(ΓC))) we

have ξk → ξ weakly in L2(0, T ;L2(ΓC)) and ξk → ξ weakly in L1(0, T ;L2(ΓC)). By

the convergence theorem of Aubin and Cellina (cf. [1], Theorem 7.2.2) we get the

desired thesis.

Step 4. Passing to the limit in the inclusion. It suffices to verify that

u′′ + Au′ + Bu + w = f . For this purpose let us pass with k to infinity in (5.13).

By (5.12), u′′k → u′′ weakly in V∗, by (5.10) and continuity of B we have Buk → Bu
weakly in V∗. Moreover, by the assumption, fk → f weakly in V∗. Finally, by the

continuity of embedding Z∗ ⊂ V∗, we have wk → w weakly in V∗. It therefore suffices

to verify that Au′k → Au′ weakly in V∗. We do it separately for two cases:

Linear case. (H(C)(i), (v) − −(viii)) Since u′k → u′ weakly in V by (5.11) we get

the thesis by the Lemma 3.8 (ii) and the fact that linear and continuous operators

are also weakly continuous.

Nonlinear case. (H(C)(i)−−(v)) Hither and below the convergence of input data

φk is assumed to hold in τΨ. We know that Au′k = fk − u′′k −Buk −wk is bounded in

V∗. Therefore, for some subsequence, Au′k → ζ weakly in V∗. Since we have (5.11)

and (5.12) by Lemma 3.8 (i) in order to obtain ζ = Au′ it suffices to show that

lim supn→∞〈Au′k, u′k〉 ≤ 〈ζ, u′〉. Let us estimate

lim sup
n→∞

〈Au′k, u′k〉 = lim sup
n→∞

〈fk − u′′k − Buk − wk, u
′
k〉 ≤(5.14)

≤ lim sup
n→∞

〈fk, u
′
k〉 − lim inf

n→∞
〈u′′k, u′k〉 − lim inf

n→∞
〈Buk, u

′
k〉 − lim inf

n→∞
〈wk, u

′
k〉.
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We deal with each term separately. By compact embedding W ⊂ Z we have u′k → u′

strongly in Z. Since fk → f weakly in Z∗, then limn→∞〈fk, u
′
k〉 = 〈f, u′〉. Similarly,

since wk → w weakly in Z∗, then limn→∞〈wk, uk
′〉 = 〈w, u′〉. Furthermore, we observe

that 〈u′′k, u′k〉 = 1
2
‖u′k(T )‖2

H − 1
2
‖u′k(0)‖2

H . By the weak convergence of u′k(T ) to u′(T )

and the weak lower semicontinuity of the norm, we get

lim inf
n→∞

〈u′′k, u′k〉 ≥ lim inf
n→∞

1

2
‖u′k(T )‖2

H − lim sup
n→∞

1

2
‖u′k(0)‖2

H ≥

≥ 1

2
‖u′(T )‖2

H − lim sup
n→∞

1

2
‖u1

k‖2
H =

1

2
‖u′(T )‖2

H − 1

2
‖u′(0)‖2

H = 〈u′′, u′〉

Finally we have
∫ T

0
〈Bu(t), u′(t)〉 dt = 1

2
〈Bu(T ), u(T )〉 − 1

2
〈Bu(0), u(0)〉 for u ∈ W

from Lemma 3.8 (iii), and therefore

lim inf
n→∞

〈Buk, u
′
k〉 = lim inf

n→∞

∫ T

0

〈Buk(t), u
′
k(t)〉 dt ≥(5.15)

≥ lim inf
n→∞

1

2
〈Buk(T ), uk(T )〉 − lim sup

n→∞

1

2
〈Buk(0), uk(0)〉.

We use the continuous embedding H1(0, T ;V ) ⊂ C(0, T ;V ) to note that uk(T ) →
u(T ) weakly in V . From Lemma 3.4 if follows that 〈Bu(T ), u(T )〉 ≤ lim infn→∞〈Buk(T ),

uk(T )〉. Coming back to (5.15) and taking advantage of the fact that uk(0) = u0
k →

u0 = u(0) strongly in V and B is continuous, we arrive at

lim inf
n→∞

〈Buk, u
′
k〉 ≥

1

2
〈Bu(T ), u(T )〉 − 1

2
〈Bu(0), u(0)〉 = 〈Bu, u′〉.

Applying above formulas in (5.14), we get the thesis

lim sup
n→∞

〈Auk
′, uk

′〉 ≤ 〈f − u′′ − Bu− w, u′〉 = lim
k→∞

〈fk − uk
′′ − Buk − wk, u

′〉 = 〈ζ, u′〉.

The proof is complete.

We need some additional hypotheses concerning the set of admissible controls

and the objective functional.

H(Φad):

(i) Φad ⊂ Φ̄ is compact in the τΦ topology,

(ii) Φad ⊂ Ψ̄ is compact in the τΨ topology.

H(F):

(i) F is lower semicontinuous with respect to the τΦ × τY topology,

(ii) F is lower semicontinuous with respect to the τΨ × τY topology.

We are now in a position to deliver an existence result for the optimal control

problem (5.7).

Theorem 5.4. Assume that one of the following hypotheses holds:
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(*) H(C)(i), (v) − −(vii), H(G), H(jN), H(jT ), H(f), H(F ), H(Φad)(i), H(F)(i)

and (4.1), or

(**) H(C)(i−v), H(G), H(jN), H(jT ), H(f), H(F ), H(Φad)(ii), H(F)(ii) and (4.1).

Then the problem (5.7) admits an optimal solution.

Proof. Let us suppose that (∗) holds. Let {(φn, yn)} be a minimizing sequence for the

problem (5.7), that is, φn ∈ Φad, yn ∈ S(φn) and

lim
n→∞

F(φn, yn) = inf{F(φ, y) : φ ∈ Φad, y ∈ S(φ)} = m ∈ [−∞,+∞).

From H(Φad)(i) we may choose a subsequence {φn} such that φn → φ∗ with respect

to the topology τΦ and φ∗ ∈ Φad. From Lemma 3.8 (ii) and Lemma 5.3 we obtain

yn → y∗ in Y with respect to the topology τY and y∗ ∈ S(φ∗). Thus, due to H(F)(i),

we have m ≤ F(φ∗, y∗) ≤ lim infn→∞F(φn, yn) = m, which completes the proof with

assumption (∗). The proof of Theorem 5.4 with assumption (**) is analogous.

In order to make Theorem 5.4 useful, we need to analyze the assumptionsH(Φad)(i),

H(Φad)(ii) and H(F)(i), H(F)(ii). First, let us focus on assumptions on the admis-

sible controls. If the set Φad is a cartesian product Φad = Φ1
ad × Φ2

ad × Φ3
ad × Φ4

ad,

then conditions H(Φad)(i) and H(Φad)(ii) can be reformulated using the following

equivalences:

H(Φad)(i) holds iff Φ1
ad,Φ

2
ad,Φ

3
ad are weakly compact in V∗, V and H respectively

while Φ4
ad ⊂ Q is compact in L2(ΓC) .

H(Φad)(ii) holds iff Φ1
ad is weakly compact in Z∗ while Φ2

ad,Φ
3
ad,Φ

4
ad ⊂ Q are compact

in V , H and L2(ΓC) respectively.

Due to reflexivity of the spaces V∗, Z∗, V and H , the weak compactness in above

properties is a consequence of boundedness and closedness of respective sets. As

for strong compactness by a compact embedding H2(Ω; Rd) ⊂ H1(Ω; Rd) if Φ2
ad ⊂

H2(Ω; Rd) is bounded in H2(Ω; Rd) then the strong compactness in V holds. In order

to verify the strong compactness in L2 spaces we need some simple criteria for strong

compactness of sets in the spaces L2(Θ; RN), where (Θ, N) ∈ {(Ω, d), (ΓC, 1)}. In

this context we provide a simple

Corollary 5.5. If the set Φ ⊂ L2(Θ; RN) satisfies one of following conditions

(i) Φ ⊂ C(Θ; RN), all functions from Φ are uniformly bounded and equicontinuous.

(ii) Φ ⊂ H1(Θ; RN), Φ is closed and bounded in H1(Θ; RN).

(iii) Θ =
⋃K

i=1 Θi where Θi are open and mutually disjoint sets and there exist com-

pact sets Φi ⊂ L2(Θi; R
N) such that for every φ ∈ Φ we have φ|Θi

∈ Φi for

i = 1 . . .K, with K ∈ N+
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(iv) The set Φ is closed in L2(Θ; RN). For every f ∈ Φ there exist K ∈ N+ and

{Θi}K
i=1, where sets Θi are open and mutually disjoint and Θ =

⋃K
i=1 Θi. Fur-

thermore there exists D1 > 0 such that for every f ∈ Φ there exists h0 > 0 such

that for every 0 < h ≤ h0 we have m({x : dist(x,
⋃K

i=1 ∂Θi) ≤ h}) ≤ D1h.

Moreover there exists D2 > 0 and D3 > 0 such that for all f ∈ Φ and almost

every x ∈ Θ we have f(x) ≤ D2 and for every i ∈ {1, . . . , K} f |Θi
satisfies the

Lipschitz condition with the constant D3.

then Φ is compact in L2(Θ; RN).

Before we pass to the proof of Corollary 5.5, we cite the following lemma (cf. for

instance [6], Theorem 2.2.8).

Lemma 5.6. Let p ∈ [1,+∞] and X ⊆ Lp(Rn). Then X is relatively compact iff

(a) X is bounded,

(b) ∀ε > 0 ∃δ > 0 ∀u ∈ X, h ∈ Rn |h| < δ ⇒ ‖u(· + h) − u(·)‖p
Lp(Rn) < ε,

(c) ∀ε > 0 ∃rε > 0 ∀u ∈ X ‖u‖Lp(Rn\Brε (0)) < ε.

Proof of Corollary 5.5. In the proof we limit to the case Θ = Ω (extension

to boundary case is purely technical). The compactness of the set Φ under the

assumption (i) is a direct consequence of the Arzela-Ascoli theorem. By assumption

(ii), it follows from the compact embedding H1(Θ; RN) ⊂ L2(Θ; RN). Let us assume

that (iii) holds and consider a sequence {φm}∞m=1 ⊂ Φ. Our goal is to construct a

function φ ∈ Φ such that a subsequence of {φm} tends to φ in L2(Θ; RN). We define

functions φm
i = φm|Θi

∈ Φi for i = 1 . . .K,m = 1 . . .∞. By compactness of sets Φi

for i = 1 . . .K and the fact that K is a finite number, we can extract a subsequence

{φmK} ⊂ {φm} such that each sequence {φmK

i }, defined as φmK

i = φmK |Θi
converges

to a function φi ∈ Φi in the norm L2(Θi; R
N). We consider a function φ =

∑K
i=1 χΘi

ψi,

where χΘi
denotes the characteristic function of Θi and estimate the norm

‖φmK − φ‖2
L2(Θ;RN ) =

∫

Θ

|φmK (x) − φ(x)|2dx =
K∑

i=1

∫

Θi

|φmK

i (x) − φi(x)|2dx→ 0.

Finally, we assume that (iv) holds and use Lemma 5.6 with p = 2 and X = Φ. For

simplicity we consider only the one-dimensional case. We have to verify properties

(a), (b) and (c) in the reference to Φ. The conditions (a) and (c) obviously follow

from (iv) and boundedness of Θ. In order to prove (b), we fix ε > 0. Let

(5.16) δ =

√
16D2

1D
4
2 + 4m(Θ)D2

3ε− 4D1D
2
2

2m(Θ)D2
3

and f ∈ Φ. Let K and {Θi}K
i=1 be defined as in (iv). We denote K =

⋃K
i=1 ∂Θi. For

an arbitrary h ∈ Rd we define Kh = {x ∈ Ω : dist(x,K) ≤ |h|}, Ω1 = {x ∈ Ω : ∃i ∈
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{1 . . .K} : x, x + h ∈ Θi} and Ω2 = Ω \ Ω1. It is easy to see that Ω2 ⊂ Kh. Hence,

from the Lipshitz condition in (iv) and (5.16) we have for |h| < δ

‖f(· + h) − f(·)‖2
L2(Ω) =

∫

Ω1

|f(x+ h) − f(x)|2dx+

+

∫

Ω2

|f(x+ h) − f(x)|2dx ≤
∫

Ω1

D2
3|h|2dx+m(Ω2)4D

2
2 ≤

≤ m(Ω)D2
3|h|2 +m(Kh)4D

2
2 ≤ |h|2m(Ω)D2

3 + 4D1D
2
2|h| < ε

The condition (b) is verified and the proof is complete.

Now we move to the discussion of objective functionals. As example we may

consider the following functional

F1(φ, y) =

∫ T

0

L(t, u(t), u′(t), β(t), β ′(t)) dt+G(φ),

where G is prescribed functional on Φ̄ (or respectively Ψ̄), that is lower semicontinuous

with respect to τΦ (or respectively τΨ) and L is prescribed functional on [0, T ]× V ×
V × L2(ΓC) × L2(ΓC) such that for a.e. t ∈ [0, T ] L(t, ·, ·, ·, ·) is convex and lower

semicontinuous and furthermore for some M > 0, α ∈ L1(0, T ; R) and a.e. t ∈ [0, T ]

we have L(t, v, w, γ, δ) ≥ α(t)−M(‖v‖+‖w‖+‖γ‖L2(ΓC) +‖δ‖L2(ΓC)) for all v, w ∈ V

and γ, δ ∈ L2(ΓC) (see [2]).

Other examples of admissible functionals are the following

F2(φ, y) =
r∑

i=0

(
‖u(ti) − w1

i ‖2 + ‖u′(ti) − w2
i ‖2

H + ‖β(ti) − w3
i ‖2

L2(ΓC)

)
,

F3(φ, y) =

∫ T

0

∫

Ω

(
|u(x, t) − w4(x, t)|2 + |u′(x, t) − w5(x, t)|2

)
dx+

+

∫

ΓC

(
|β(x, t) − w6(x, t)|2 + |β ′(x, t) − w7(x, t)|2

)
dΓ dt,

F4(φ, y) =

∫ T

0

∫

Γ

|u(x, t) − w8(x, t)|2 + |u′(x, t) − w9(x, t)|2 dΓ dt,

where φ = (f, u0, u1, β0), y = (u, u′, β), 0 < t1 < t2 < . . . < tr ≤ T are points

of measurements and w1
i ∈ V, w2

i ∈ V, w3
i ∈ L2(ΓC), w4, w5 ∈ Ĥ, w6, w7 ∈

L2(0, T ;L2(ΓC)), w8, w9 ∈ L2(0, T ;L2(Γ; Rd)) are fixed targets,

F5(φ, y) =

∫ T

0

∫

Ω

ρ(x, t)‖σD(u)(x, t) − σg(x, t)‖2
Sd
dx dt,

where σD = σ − 1
d
(trσ)I is the stress deviator, trσ is the trace of σ and I is the

identity matrix, ρ is a smooth weight function and σg is a given target.
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