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ABSTRACT. This paper studies functional differential equations on time scales and develops the
theory of existence and uniqueness of solutions by utilizing the induction principle and Gronwall’s
inequality on time scales. Further more, it establishes several criteria on uniform (asymptotic)
stability and exponential stability using Lyapunov functions and Razumikhin technique. These
criteria include some known results as special cases. Numerical examples are presented to illustrate
the stability criteria.
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1. INTRODUCTION

Due to the wide existence of time-delays in many physical processes, functional

differential equations have been used in various applied areas, such as control theory

[1, 2], neural networks [3], economics, geosciences [4], among many others. Con-

sequently, the theory of functional differential equations has attracted substantial

attentions [5, 6]. On the other hand, functional difference equations are also used

to model many real world phenomenon [7]. A large number of theoretical results on

functional difference equations have been obtained [8, 9]. Stability is one of the most

important issues in the study of both functional differential equations and functional

difference equations. The Lyapunov-Razumikhin method is known as a very powerful

and effective approach to investigate the stability properties of differential (difference)

equations with time delay(see, e.g., [10, 11, 12]). This method has been successfully

applied to analyze the stability of functional differential equations and design vari-

ous controllers to stabilize continuous and discrete systems subjected to time-delay

[13, 14, 15, 16, 17, 18].

From the mathematical modeling point of view, it is more realistic to model a

dynamic process by a differential equation on hybrid time domain, which incorporates

both continuous and discrete times, namely, time scale. The theory of time scales

was first introduced by Stefan Hilger [19] in 1988 to unify the continuous and discrete

analysis. While the theories of functional differential equations and delay difference
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equations are well developed, it is natural for us to investigate the functional differen-

tial equations on time scales. Recently, various non-delay dynamical systems on time

scales have been studied(see, e.g., [20, 21, 22, 23]). However, as far as we know, the

investigation of general functional differential equations on time scales is not much,

and no Razumikhin-type results about the stability of functional differential equations

on time scales have been reported. In this paper, we shall investigate the fundamen-

tal theory and stability of general retarded functional differential equations on time

scales.

The rest of this paper is organized as follows. In the sequel of this section, we

present fundamental concepts and basic results of the time scale theory. In Section 3,

we formulate the problem and introduce some corresponding notations and defini-

tions. In Section 4, local and global existence, uniqueness, and extended existence of

solutions are presented and proved. In Section 5, several Razumikhin-type stability

results are established based on the use of Lyapunov function method and Razumikhin

technique. These results are used to study a class of linear delay differential equations

on time scales. Some sufficient conditions which can be easily checked are derived

to ensure the uniform asymptotic stability. The exponential stability is also studied

in Section 6 by the Lyapunov-Razumikhin method. Two examples, along with nu-

merical simulations, are given in Section 7 to show the effectiveness of the theoretical

results. Finally, conclusions and some future directions are drawn in Section 8.

Notation. Throughout this paper, Let R denote the set of real numbers, R+

the set of nonnegative real numbers, Z the set of integers and Rn the set of the n-

dimensional real space equipped with Euclidean norm ‖ · ‖. Let Rn×m denote the

set of n × m dimensional matrices. The superscript ‘T’ stands for the transpose of

a matrix; I ∈ Rn×n is the identity matrix. For symmetric matrix P ∈ Rn×n, let

λmax(P ) denote the largest eigenvalue of P .

2. PRELIMINARIES

In this section, we briefly introduce some basic definitions and results concerning

time scales for later use. For more details about the theory of time scales, refer to

[24, 25, 26].

Let T be an arbitrary nonempty closed subset of R. We assume that T is a

topological space with relative topology induced from R. Then, T is called a time

scale.

Definition 2.1. The mappings σ, ρ : T→ T defined as

σ(t) = inf{s ∈ T | s > t}

ρ(t) = sup{s ∈ T | s < t}
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are called forward and backward jump operators, respectively.

A non-maximal element t ∈ T is called right-scattered if σ(t) > t and right-dense

if σ(t) = t. A non-minimal element t ∈ T is called left-scattered if ρ(t) < t and left-

dense if ρ(t) = t. If T has a left-scattered maximum m, then we define Tk = T \ {m},
otherwise, Tk = T.

Definition 2.2. The graininess function µ : T→ R+ is defined by

µ(t) = σ(t)− t.

Definition 2.3. For y : T → R and t ∈ Tk, we define the delta derivative y∆(t) of

y(t), to be the number (when it exists) with the property that for any ε > 0, there is

a neigborhood U of t (i.e., U = (t− δ, t+ δ)
⋂

T for some δ > 0) such that

|y(σ(t))− y(s)− y∆(t)(σ(t)− s)| ≤ ε|σ(t)− s|, for all s ∈ U.

A function f : T → R is rd-continuous if it is continuous at right-dense points

in T and its left-side limits exist at left-dense points in T. The set of rd-continuous

functions f : T → R will be denoted by Crd = Crd(T,R). If f is continuous at

each right-dense point and each left-dense point, f is said to be continuous on T. If

a, b ∈ T, then we define the interval [a, b] on T by [a, b] := {t ∈ T | a ≤ t ≤ b}. Open

intervals and half-open intervals can be defined similarly.

Definition 2.4. Let f ∈ Crd. A function g : T→ R is called the antiderivative of f

on T if it is differentiable on T and satisfies g∆(t) = f(t) for all t ∈ T. In this case,

we define ∫ t

a

f(s)∆s = g(t)− g(a), a, t ∈ T.

We say that a function p : T → R is regressive if 1 + µ(t)p(t) 6= 0 for all

t ∈ T. The set of all regressive and rd-continuous functions f : T → R is denoted

by CrdR = CrdR(T,R), and the set of all positively regressive elements of CrdR is

denoted by CrdR+ = CrdR+(T,R) = {p ∈ CrdR | 1 + µ(t)p(t) > 0 for all t ∈ T}.

Definition 2.5. We say that a function m : T→ R is right-nondecreasing at a point

t ∈ T provided

(i) if t is right-scattered, then m(σ(t)) ≥ m(t);

(ii) if t is right-dense, then there is a neighborhood U of t such that

m(s) ≥ m(t), for all s ∈ U with s > t.

Similarly, we say that m is right-nonincreasing if above in (i) m(σ(t)) ≤ m(t) and in

(ii) m(s) ≤ m(t). If m is right-nondecreasing (right-nonincreasing) at every t ∈ T,

we say that m is right-nondecreasing (right-nonincreasing) on T.
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The following lemmas will be used in the discussion of existence of solutions and

stability of the functional differential equations on time scales proposed in Section 3.

Lemma 2.6 ([20]). Let m ∈ Crd(T,R). Then m(t) is right-nondecreasing (right-

nonincreasing) on T if and only if D+m∆(t) ≥ 0 (D+m∆(t) ≤ 0) for every t ∈ T,

where

D+m∆(t) =

{
m(σ(t))−m(t)

µ(t)
, σ(t) > t,

lim sups→t+
m(s)−m(t)

s−t , σ(t) = t.

Lemma 2.7 (Chain Rule [24]). Let f : R → R be continuously differentiable and

suppose g : T → R is delta differentiable. Then f ◦ g : T → R is delta differentiable

and the formula

(f ◦ g)∆(t) =

{∫ 1

0

f ′(g(t) + hµ(t)g∆(t))dh

}
g∆(t)

holds.

Lemma 2.8 (Induction Principle [24]). Let t0 ∈ T and assume that

{S(t) : t ∈ [t0,∞)}

is a family of statements satisfying:

(I) The statement S(t0) is true.

(II) If t ∈ [t0,∞) is right-scattered and S(t) is true, then S(σ(t)) is also true.

(III) If t ∈ [t0,∞) is right-dense and S(t) is true, then there is a neighbourhood U of

t such that S(t) is true for all s ∈ U ∩ (t0,∞).

(IV) If t ∈ (t0,∞) is left-dense and S(t) is true for all s ∈ [t0, t), then S(t) is true.

Then S(t) is true for all t ∈ [t0,∞).

3. PROBLEM FORMULATION

For any a, b ∈ R and a < b, let [a, b]R be the closed interval on R. For any

φ ∈ C([−τ, 0]R,Rn) with some τ > 0, we define ‖φ‖τ = sups∈[−τ,0]R
‖φ(s)‖. In this

paper, we define the operator θ : R→ T as follows

θ(t) = inf{s ∈ T | s ≥ t}.

It should be noticed that the operator θ is different from the forward jump operator

σ, since these two operators have different domains.

Consider the retarded functional differential equations on time scale T{
x∆(t) = f(t, xt), t ∈ T0 = [t0,∞)R

⋂
Tk,

xt0 = φ, t0 ∈ T,
(3.1)
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where f : T × C([−τ, 0]R,Rn) → Rn, φ ∈ C([−τ, 0]R,Rn), and xt : [−τ, 0]R → Rn is

defined by xt(s) = x(θ(t+ s)) for s ∈ [−τ, 0]R. One of the main focus of this paper is

to study the existence and uniqueness of solutions to equation (3.1). Hence, a precise

meaning of a solution to equation (3.1) is given in the following definition.

Definition 3.1. The map x ∈ C([t0 − τ, t0 + γ],Rn) is said to be a solution of (3.1)

on [t0, t0 + γ] if x(t) is an antiderivative of f(t, xt) on [t0, t0 + γ] ∩ Tk, and satisfies

xt(s) = φ(s) for all s ∈ [−τ, 0]R.

For the continuous-time functional differential equations, i.e., (3.1) on time scale

T = R, it is well known that if x ∈ C([t0 − τ, t0 + γ],Rn) then xt is continuous

function of t for t ∈ [t0, t0 + γ]. However, the continuity of xt could be destroyed

when different time scales and time delays are considered. To see how the continuity

of xt is destroyed, consider the time scale T = [0, 1]R∪ [2, 3]R, t0 = 1, and the function

x(t) =

{
1, if x ∈ [0, 1]R,

2, if x ∈ [2, 3]R.

It can be seen that x is rd-continuous on T. Suppose t1 = 2 and t2 ∈ (2, 3)R, then we

will investigate the continuity of xt at t1.

• If 0 < τ < 1, then θ(t1 + s) = 2 and θ(t2 + s) = 2 for all s ∈ [−τ, 0]R.

Thus, |x(θ(t1 + s)) − x(θ(t2 + s))| = |x(2) − x(2)| = 0 for s ∈ [−τ, 0]R, i.e.,

‖xt1 − xt2‖τ = 0, which implies that xt is rd-continuous at t1 = 2.

• If τ = 1, then θ(t1+s) =

{
1, s = −τ
2, otherwise

, and θ(t2+s) = 2 for all s ∈ [−τ, 0]R.

Therefore, |x(θ(t1 + s))− x(θ(t2 + s))| =

{
1, s = −τ
0, otherwise

, i.e., ‖xt1 − xt2‖τ =

1, which implies that xt is not rd-continuous since t1 is right-dense and left-

scattered.

To generalize the classical fundamental results for continuous-time functional

differential equations, additional conditions on time scales and the size of time-delay

are required to guarantee the continuity of xt. We prove this in the following lemma.

Lemma 3.2. Assume

(i) x ∈ Crd([t0 − τ, t0 + α],Rn);

(ii) θ(t+ s) is right-dense for any s ∈ [−τ, 0]R, if t is a right-dense point,

then, xt is a rd-continuous function of t for t ∈ [t0, t0 + α].

Proof. To show xt is rd-continuous at t, we need to prove xt is continuous at all

right-dense points, and the left limit of xt exists and is finite at all left-dense points.
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Let t∗ denote a left-dense but right-scattered point, then the left limit of x exists

and is finite at t∗. Define a function x̄ : [t0 − τ, t0 + α]× Rn as follows

x̄(t) =

{
x(t−), if t is left-dense,

x(t), otherwise.

Then, x̄ is different from x only when t is left-dense point, which implies that x̄ is

continuous on [t0 − τ, t0 + α]. For any given h < 0, there exists a s̃ ∈ [−τ, 0]R such

that

‖xt∗+h − x̄t∗‖τ = sup
s∈[−τ,0]R

|x(θ(t∗ + h+ s))− x̄(θ(t∗ + s))|

= |x(θ(t∗ + h+ s̃))− x̄(θ(t∗ + s̃))|.

If θ(t∗ + s̃) is left-scattered, then

lim
h→0−

|x(θ(t∗ + h+ s̃))− x̄(θ(t∗ + s̃))| = lim
h→0−

|x(θ(t∗ + s̃))− x̄(θ(t∗ + s̃))|
= lim

h→0−
|x̄(θ(t∗ + s̃))− x̄(θ(t∗ + s̃))|,

which is zero and implies that limh→0− ‖xt∗+h − x̄t∗‖τ = 0. On the other hand, if

θ(t∗ + s̃) is left-dense, then the left limit of x at θ(t∗ + s̃) exits which is x̄(θ(t∗ + s̃))

according to the definition of function x̄. Then, limh→0− |x(θ(t∗ + h+ s̃))− x̄(θ(t∗ +

s̃))| = limh→0− |x̄(θ(t∗ + h + s̃)) − x̄(θ(t∗ + s̃))| = 0. Hence, the left limit of xt at t∗

exists, and is given by x̄t∗ . Clearly, ‖x̄t∗‖τ is bounded.

Therefore, the left limit of xt at left dense point exists and is finite. Next, we

shall show that xt is continuous at right-dense points.

Denotes t∗ a right-dense point, then x is continuous at t∗, and θ(t∗ + s) is right-

dense for any s ∈ [−τ, 0]R. For a given small h > 0, there exists a s̄ ∈ [−τ, 0]R such

that

‖xt∗+h − xt∗‖τ = sup
s∈[−τ,0]R

|x(θ(t∗ + h+ s))− x(θ(t∗ + s))|

= |x(θ(t∗ + h+ s̄))− x(θ(t∗ + s̄))|.

Thus, the continuity of x at θ(t∗+s̄) implies that limh+→0 ‖xt∗+h−xt∗‖τ = 0. Similarly,

we have limh−→0 ‖xt∗+h−xt∗‖τ = 0 if t∗ is also left-dense. Therefore, xt is continuous

at t if it is right-dense point.

Based on the above discussion, we see that xt is rd-continuous in t.

In Lemma 3.2, if x is a solution of (3.1) on [t0, t0 +α], then x : [t0−τ, t0 +α]→ Rn

is a continuous function. Hence, from the proof of Lemma 3.2, we can see that xt

is a continuous function of t on [t0, t0 + α], which coincides with the classical result

for T = R (Lemma 2.1 in [5]). Another main objective of this paper is to find

sufficient conditions to ensure system (3.1)’s stability property, which is formulated

in the following definition. We assume that f(t, 0) ≡ 0 for all t ∈ T, so that system

(3.1) admits the trivial solution.
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Definition 3.3. The trivial solution of system (3.1) is said to be

(S1) stable if for every ε > 0 and t0 ∈ T, there exists some δ = δ(ε, t0) > 0 such that

‖φ‖τ ≤ δ implies that ‖x(t)‖ < ε for all t ≥ t0, where t ∈ T, and x(t) = x(t, t0, φ).

(S2) uniformly stable if δ in (S1) is independent of t0.

(S3) asymptotically stable if it is stable and there is a positive constant c = c(t0)

such that ‖x(t)‖ → 0 as t→∞, for all ‖φ‖τ < c.

(S4) uniformly asymptotically stable if it is uniformly stable and for any η > 0,

there exist δ = δ(η) > 0 and T = T (η) > 0 such that ‖φ‖τ < δ implies

‖x(t)‖ < η, for all t ∈ [t0 + T,∞)T.

(S5) globally exponentially stable if, for any initial data xt0 = φ, there exist

constants α > 0, M ≥ 1 such that ‖x(t, t0, φ)‖ ≤M‖φ‖τe−α(t−t0), for all t ≥ t0.

Definition 3.4. Given a function V ∈ Crd(T × Rn,Rn), the upper right-hand delta

derivative of V with respect to system (3.1) is defined by

D+V ∆(t, x(t)) =

{
V (σ(t),x(σ(t)))−V (t,x(t))

µ(t)
, σ(t) > t,

lim sups→t+
V (s,x(t)+(s−t)f(t,xt))−V (t,x(t))

s−t , σ(t) = t,

where Crd(T × Rn,Rn) = {V : T × Rn → Rn | V (t, x) is rd-continuous in t, and

continuous in x for all (t, x) ∈ T× Rn}.

4. EXISTENCE AND UNIQUENESS RESULTS

If xt is rd-continuous in t and f(t, ψ) is assumed to be rd-continuous in its first

variable and continuous in its second variable, then the composite function f(t, xt) is

also rd-continuous in t. Since the continuity of xt can be guaranteed by Lemma 3.2, we

are in the position to generalize the existence and uniqueness results for continuous-

time functional differential equations to the results for functional differential equations

on general time scales. The induction principle on time scales (Lemma 2.8) will be

applied to establish the generalized results. Throughout this section, we assume

that all conditions of Lemma 3.2 are satisfied, constant α ∈ T, and denote Ω =

[t0, α)× C([−τ, 0]R,Rn).

Theorem 4.1 (Local Existence). Let f : Ω→ Rn be rd-continuous in its first variable

and continuous in its second variable, then for each φ ∈ C([−τ, 0]R,Rn), there exists

a solution x(t) = x(t; t0, φ) of the initial value problem (3.1) on [t0 − τ, β) for some

β ∈ (t0, α].

Proof. For any r ∈ [t0, β), define the following mapping

f r](t, xt) =

{
f(t, xt), if t ∈ [t0, r);

f(r−, xr−), if t = r,
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where

xr−(s) =

{
xr(s), if s ∈ [−τ, 0);

x(r−), if s = 0,

We will apply the induction principle (Lemma 2.8) to the statement A(r) defined

as follows:

A(r): the initial value problem (IVP){
x∆ = f r](t, xt), for t ∈ [t0, r],

xt0 = φ,
(4.1)

has a solution xr](t) on [t0, r].

Note that once we have shown this, the claim of the local existence result follows.

(I) The statement A(t0) is trivially true since xt0](t0) = φ(0).

(II) Let r be right-scattered and A(r) be true, i.e., the IVP (4.1) has a solution xr](t)

on [t0, r]. Define a function xσ(r)] as follows:

xσ(r)](t) =

{
xr](t), if t ∈ [t0, r],

xr](r) + µ(r)f r](r, xr), if t = σ(r).

Then xσ(r)](t) is a solution of IVP (4.1) on [t0, σ(r)].

(III) Let r be right-dense and A(r) be true. Then there exists δ > 0 such that

[r, r + δ]R ⊂ [t0, α), and by the classical existence result for continuous-time

functional differential equations, the following IVP has a solution y(t){
y∆ = y′(t) = f(t, yt), for t ∈ [r, r + δ],

yr = x
r]
r ,

on [r, r+ δ̄] for some 0 < δ̄ ≤ δ. Then for any s ∈ [r, r+ δ] the mapping defined

by

xs](t) =

{
xr](t), if t ∈ [t0, r],

y(t), if r < t ≤ s,

is a solution of IVP(4.1) on [t0, s], i.e., A(s) is true.

(IV) Let r be left-dense and A(s) be true for all s ∈ [t0, r). Then there exists ε > 0

such that [r − ε, r]R ⊂ [t0, α). For any s ∈ [r − ε/2, r) the solution of IVP(4.1)

has a solution xs](t) on [t0, s] defined by

xs](t) = x(t0) +

∫ t

t0

f s](ξ, xξ)∆ξ, t ∈ [t0, s].

It can be seen that s is left-dense and right-dense for any s ∈ [r − ε/2, r), then

the rd-continuity of f(t, xt) as a function of t implies that

xs](t) = x(t0) +

∫ r−ε/2

t0

f s](ξ, xξ)∆ξ +

∫ t

r−ε/2
f s](ξ, xξ)dξ,
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= x(t0) +

∫ r−ε/2

t0

f(ξ, xξ)∆ξ +

∫ t

r−ε/2
f(ξ, xξ)dξ,

for t ∈ [t0, s] and s ∈ [r − ε/2, r). Since r is left-dense and f is rd-continuous,

the limit limt→r− f(t, xt) exists and is finite. Define a mapping

xr](t) =


x(r−ε/2)](t), if t ∈ [t0, r − ε/2],

x(r−ε/2)](r − ε/2) +
∫ t
r−ε/2 f(ξ, xξ)dξ, if r − ε/2 < t < r,

x(r−ε/2)](r − ε/2) +
∫ r
r−ε/2 f

r](ξ, xξ)dξ, if t = r,

then xr](t) is a solution of IVP(4.1) on [t0, r], i.e., A(r) is true.

As an application of Lemma 2.8, the proof is complete.

To show the uniqueness of solutions, we will need the following local Lipschitz

condition on function f .

Definition 4.2. The function f : Ω→ Rn is said to be locally Lipschtiz on Ω, if for

any given (t̄, ψ̄) ∈ Ω, there exist positive constants a and b such that

Ξ = ([t̄− a, t̄+ a]R ∩ [t0, α))× {ψ ∈ C([−τ, 0]R,Rn) | ‖ψ − ψ̄‖τ ≤ b}

is a subset of Ω and f is Lipschtiz on Ξ.

Now we are in the position to give a uniqueness result.

Theorem 4.3 (Uniqueness). Let f : Ω → Rn be rd-continuous in its first variable,

continuous in its second variable and locally Lipschitz on its domain. Then, for any

φ ∈ C([−τ, 0]R,Rn), there exists a unique solution x(t) = x(t; t0, φ) of the initial value

problem (3.1) on [t0 − τ, β) for some β ∈ (t0, α].

Proof. The existence of solution can be obtained from Theorem 4.1. Next, we will

use the method of proof by contradiction to show the uniqueness of the solution.

Suppose that for some β ∈ (t0, α] there exist two distinct solutions x and y of

(3.1) on [t0 − τ, β). Let t1 = inf{t ∈ (t0, β) | x(t) 6= y(t)}. Then t0 < t1 < β,

and x(t) = y(t) for t ∈ [t0 − τ, t1). To construct the contradiction, we consider the

following two cases of t1.

Case I: t1 is right-scattered. Then, according to the continuity of the solution

x and the definition of t1, we have that t1 must be left-scattered and x(t1) 6= y(t1),

x(t) = y(t) for all t ∈ [t0 − τ, ρ(t1)]. Thus,

x(t1) = x(ρ(t1)) + µ(ρ(t1))x∆(ρ(t1))

= x(ρ(t1)) + µ(ρ(t1))f(ρ(t1), xρ(t1))

= y(ρ(t1)) + µ(ρ(t1))f(ρ(t1), yρ(t1))

= y(t1),

which is a contradiction.
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Case II: t1 is right-dense. Then the definition of t1 implies that x(t1) = y(t1).

Since f is locally Lipschitz, there exists a, b > 0 such that t0 + a ∈ T, the set

Θ = [t1, t1 + a] × {ψ ∈ C([−τ, 0]R,Rn) | ‖ψ − xt1‖τ ≤ b} is contained in [t0, β) ×
C([−τ, 0]R,Rn), and f is Lipschitz on Θ with Lipschitz constant L. By Lemma 3.2

there exits δ ∈ (0, a] such that t1 + δ ∈ T and both (t, xt) and (t, yt) belong to Θ for

t1 ≤ t ≤ t1 + δ. Thus, for a given t∗ ∈ [t1, t1 + δ], there exists s∗ ∈ [−τ, 0]τ such that

‖xt∗ − yt∗‖τ = sup
s∈[−τ,0]τ

|x(θ(t∗ + s))− y(θ(t∗ + s))|

= |x(θ(t∗ + s∗))− y(θ(t∗ + s∗))|

≤
∥∥∥∫ θ(t∗+s∗)

t0

[f(s, xs)− f(s, ys)]∆s
∥∥∥.(4.2)

If θ(t∗ + s∗) ≤ t1, then (4.2) implies ‖xt∗ − yt∗‖τ = 0, and then x(t) = y(t) for

t ∈ [t1, t
∗], which is a contradiction to the choice of t1. If θ(t∗ + s∗) > t1, then we can

get from (4.2) that

‖xt∗ − yt∗‖τ ≤
∥∥∥∫ θ(t∗+s∗)

t0

[f(s, xs)− f(s, ys)]∆s
∥∥∥

=
∥∥∥∫ θ(t∗+s∗)

t1

[f(s, xs)− f(s, ys)]∆s
∥∥∥

≤
∫ θ(t∗+s∗)

t1

L‖xs − ys‖τ∆s.

From this and the Gronwall’s inequality (Theorem 6.4 in [24]) it follows that ‖xt∗ −
yt∗‖τ = 0 contradicting the definition of t1.

From the discussion of Case I and Case II, we can conclude the uniqueness of the

solution.

In order to introduce an extended existence result, the following definition is

required.

Definition 4.4. We say f : Ω→ Rn is quasi-bounded, if f is bounded on every set of

the form [t0, β] × C([−τ, 0]R, B) where β ∈ (t0, α) and B is a closed bounded subset

of Rn.

Theorem 4.5 (Extended Existence). Let f : Ω → Rn be rd-continuous in its first

variable, continuous in its second variable, locally Lipschitz on its domain and quasi-

bounded. Then, for each φ ∈ C([−τ, 0]R,Rn), there is β ∈ (t0, α] such that

(a) the initial value problem (3.1) has an unique noncontinuable solution x(t) =

x(t; t0, φ) on [t0 − τ, β); and

(b) if β < α then for every closed bounded set A ∈ Rn, x(t) 6∈ A for some t ∈ (t0, β).

The proof of Theorem 4.5 is similar to the proof of the result for continuous-time

equations, and thus omitted. It worths noting that the continuity of f does not imply
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f to be bounded on closed bounded subsets of Ω. A counter example can be found

on page 44 of [5] for the special case T = R.

Theorem 4.6 (Global Existence). Let f : Ω → Rn be rd-continuous in its first

variable, continuous in its second variable and locally Lipschitz on its domain. If

‖f(t, ψ)‖ ≤M(t) +N(t)‖ψ‖τ , on Ω,(4.3)

where M,N : [t0, α) → R are rd-continuous, positive functions, then the unique

noncontinuable solution of (3.1) exists on the entire interval [t0, α).

Proof. Theorem 4.5 implies that for any φ ∈ C([−τ, 0]R,Rn) there is β ∈ (t0, α] such

that (3.1) has a unique noncontinuable solution x on [t0− τ, β), since inequality (4.3)

guarantees that f is quasi-bounded.

To construct a contradiction, suppose β < α. Then, there exist positive constants

M̄ and N̄ such that M(t) ≤ M̄ and N(t) ≤ N̄ for all t ∈ [t0, β]. Integrating both

sides of (3.1) yields

‖x(t)‖ ≤ ‖φ‖τ +

∫ t

t0

M̄∆s+

∫ t

t0

N̄‖xs‖τ∆s, for t ∈ [t0, β],

which implies that

‖xt‖τ ≤ ‖φ‖τ + M̄(β − t0) +

∫ t

t0

N̄‖xs‖τ∆s, for t ∈ [t0, β].

Then, using Gronwall’s inequality,

‖x(t)‖ ≤ ‖xt‖τ ≤ [‖φ‖τ + M̄(β − t0)]
(

1 + N̄

∫ β

t0

eN̄(β, σ(s))∆s
)
,

on t ∈ [t0, β], where eN̄(β, σ(s)) is the exponential function on time scales (see Def-

inition 2.30 in [24]). This shows that x(t) remains in a closed bounded set which

contradicts the extended existence result in Theorem 4.5.

Therefore, β = α, i.e., the solution x(t) exists on the entire interval [t0, α).

5. UNIFORM STABILITY RESULTS

In this section, the uniform (asymptotic) stability of system (3.1) is investigated

using Lyapunov functions in the spirit of Razumikhin. Two Razumikhin-type stability

criteria are established. Let

K = {g ∈ C(R+,R+) | g is nondecreasing in s, g(0) = 0, and g(s) > 0 for s > 0}

Theorem 5.1. Suppose u, v ∈ K and w ∈ C(R+,R+). If there exists a Lyapunov

function V ∈ Crd(T× Rn,R+) such that

(i) u(‖x‖) ≤ V (t, x) ≤ v(‖x‖) and V (t, x) is locally Lipschitz in x for each right-

dense point t ∈ T;
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(ii) D+V ∆(t, x) ≤ −w(‖x(σ(t))‖) if V (θ(t + s), x(θ(t + s))) ≤ V (σ(t), x(σ(t))), s ∈
[−τ, 0]R,

then the trivial solution of system (3.1) is uniformly stable.

Proof. For any ε > 0, choose δ > 0 such that v(δ) < u(ε). We shall prove that for

any solution x(t) = x(t, t0, φ) of system (3.1), ‖φ‖τ < δ implies that ‖x(t)‖ < ε for

all t ≥ t0.

When t = t0, we have

V (t0, x(t0)) ≤ v(‖x(t0)‖) < v(δ) < u(ε)

i.e., ‖x(t0)‖ < ε.

Next, we shall show

V (t, x(t)) ≤ v(δ), for all t ≥ t0.

Suppose it is not true, then there exists some t > t0 such that V (t, x) > v(δ).

Let t∗ = inf{t ≥ t0 | V (t, x(t)) > v(δ)}, then we have V (t∗, x(t∗)) ≥ v(δ) and

V (t, x) ≤ v(δ) for t0 ≤ t < t∗.

If t∗ is left-dense, by the definition of t∗, we know that V (t∗, x(t∗)) = v(δ) and t∗

is right-dense. Then

V (θ(t∗ + s), x(θ(t∗ + s))) ≤ V (t∗, x(t∗)) = V (σ(t∗), x(σ(t∗))), for s ∈ [−τ, 0]R.

It follows from condition (ii) that D+V ∆(t∗, x(t∗)) < 0, which is a contradiction to

the definition of t∗.

If t∗ is left-scattered, then V (t∗, x(t∗)) ≥ δ and V (t, x) ≤ v(δ) for t0 ≤ t ≤ ρ(t∗).

By setting t̄ = ρ(t∗), we have

V (θ(t̄+ s), x(θ(t̄+ s))) ≤ v(δ) ≤ V (σ(t̄), x(σ(t̄))), for s ∈ [−τ, 0]R.

By condition (ii), we have D+V ∆(t̄, x(t̄)) ≤ −w(‖x(t∗)‖) < 0. Since t̄ is right-

scattered, it follows that

D+V ∆(t̄, x(t̄)) =
V (σ(t̄), x(σ(t̄)))− V (t̄, x(t̄))

µ(t̄)
< 0,

i.e., V (t∗, x(t∗)) < V (t̄, x(t̄)) = V (ρ(t∗), x(ρ(t∗))), which is a contradiction to the

definition of t∗.

Hence, V (t, x) ≤ v(δ) for t ≥ t0. By condition (i), we have

u(‖x(t)‖) ≤ V (t, x(t)) ≤ v(δ) < u(ε), t ≥ t0,

i.e., ‖x(t)‖ < ε for all t ≥ t0.

If impose a stronger assumption on condition (ii) of Theorem 5.1, then we have

the following uniform asymptotic stability result.
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Theorem 5.2. Suppose u, v ∈ K, w ∈ C(R+,R+) and w(s) > 0 if s > 0. If there exist

a continuous nondecreasing function P (s) > 0 for s > 0 and a Lyapunov function

V ∈ Crd(T× Rn,R+) such that

(i) u(‖x‖) ≤ V (t, x) ≤ v(‖x‖) and V (t, x) is locally Lipschitz in x for each right-

dense point t ∈ T;

(ii) D+V ∆(t, x) ≤ −w(‖x(σ(t))‖) if V (θ(t + s), x(θ(t + s))) < P (V (σ(t), x(σ(t)))),

s ∈ [−τ, 0]R,

then the trivial solution of system (3.1) is uniformly asymptotically stable.

Proof. By Theorem 5.1, we know that, for any given H > 0, we can choose δ > 0

such that v(δ) < u(H) and ‖φ‖τ < δ implies that

‖x(t)‖ < H, for t ≥ t0,

and

V (t, x) ≤ v(δ) < u(H).

Suppose ε ∈ (0, inf{s ∈ R+ | u(s) = v(δ)})R be arbitrary, then u(ε) < v(δ).

We need to show there is a number T = T (ε, δ) > 0 such that, for any t0 ∈ T and

‖φ‖τ < δ, the solution x(t) = x(t, t0, φ) of system (3.1) satisfies ‖x(t, t0, φ)‖ < ε, for

t ≥ t0 + T . This will be true if we show that V (t, x) < u(ε) for t ≥ t0 + T .

From the property of the function P , there is a number a > 0 such that P (s)−s >
a for u(η) ≤ s ≤ v(δ) where η > 0 satisfying u(η) < u(ε). Let N be the first

nonnegative integer such that u(η) +Na ≥ v(δ) and let

γ = inf
s0≤s≤H

w(s), where s0 = sup{s ∈ R+ | v(s) = u(η)}.

Set tk = t0 + k(τ + v(δ)
γ

+ µ̄), k = 0, 1, 2, . . . , N , where µ̄ is the upper bound of

the graininess function µ. We now claim that

V (t, x) ≤ u(η) + (N − k)a, for t ≥ θ(tk), and k = 0, 1, 2, . . . , N.(5.1)

Trivially, (5.1) holds for k = 0. Suppose now for some k(0 ≤ k < N), (5.1) holds. We

want to show that

V (t, x) ≤ u(η) + (N − k − 1)a for t ≥ θ(tk+1).(5.2)

To this end, we first claim that there must be some t̄ ∈ [θ(tk + τ), θ(tk+1)] such

that

V (t̄, x(t̄)) ≤ u(η) + (N − k − 1)a.(5.3)

Suppose it is not true, then for all t ∈ [θ(tk + τ), θ(tk+1)], we would have

V (t, x(t)) > u(η) + (N − k − 1)a.(5.4)
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On the other hand, by our assumption,

V (t, x(t)) ≤ u(η) + (N − k)a, for t ≥ θ(tk),

i.e.,

u(η) + (N − k − 1)a < V (t, x(t)) ≤ u(η) + (N − k)a, for t ∈ [θ(tk + τ), θ(tk+1)].

Then, we have, for θ(tk + τ) ≤ t ≤ ρ(θ(tk)),

P (V (σ(t), x(σ(t)))) > V (σ(t), x(σ(t))) > u(η) + (N − k − 1)a+ a

= u(η) + (N − k)a

≥ V (θ(t+ s), x(θ(t+ s))), s ∈ [−τ, 0]R

By condition (ii), we have, for t ∈ [θ(tk + τ), ρ(θ(tk+1))],

D+V ∆(t, x) ≤ −w(‖x(σ(t))‖) ≤ −γ < 0.

Therefore, for t ∈ [θ(tk + τ), ρ(θ(tk+1))], we have

V (t, x) ≤ V (θ(tk + τ), x(θ(tk + τ)))− γ[t− θ(tk + τ)]

≤ v(δ)− γ[t− θ(tk + τ)].

If ρ(θ(tk+1)) is right-dense, then we have

V (θ(tk+1), x(θ(tk+1))) ≤ v(δ)− γ[θ(tk+1)− θ(tk + τ)]

≤ v(δ)− γ[t0 + (k + 1)(τ +
v(δ)

γ
+ µ̄)

−t0 − k(τ +
v(δ)

γ
+ µ̄)− τ − µ̄]

≤ 0,

which is a contradiction to (5.4).

If ρ(θ(tk+1)) is right-scattered, then

V (t̃, x(t̃)) = V (ρ(t̃), x(ρ(t̃))) + µ(ρ(t̃))D+V ∆(ρ(t̃), x(ρ(t̃)))

≤ v(δ)− γ[ρ(t̃)− θ(tk + τ)]− γµ(ρ(t̃))

= v(δ)− γ[t̃− θ(tk + τ)]

≤ 0, where t̃ = θ(tk+1),

which is a contradiction to (5.4).

Thus, there exists a t̄ such that (5.3) holds.

Next, we claim that

V (t, x) ≤ u(η) + (N − k − 1)a, for all t ≥ t̄.(5.5)

Suppose this is not true, then there is a t > t̄ such that

V (t, x) > u(η) + (N − k − 1)a.
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Let

t∗ = inf{t ≥ t̄ | V (t, x) > u(η) + (N − k − 1)a},

then V (t∗, x(t∗)) ≥ u(η)+(N−k−1)a and V (t, x) ≤ u(η)+(N−k−1)a for t̄ ≤ t < t∗.

If t∗ is left-dense, by the definition of t∗, we know that V (t∗, x(t∗)) = u(η)+(N −
k − 1)a and t∗ is right-dense. Then

V (θ(t∗ + s), x(θ(t∗ + s))) ≤ u(η) + (N − k)a

= u(η) + (N − k − 1)a+ a

= V (t∗, x(t∗)) + a

< P (V (t∗, x(t∗)))

= P (V (σ(t∗), x(σ(t∗)))), for s ∈ [−τ, 0]R.

By condition (ii), we have D+V ∆(t∗, x(t∗)) ≤ 0, which is a contradiction to the

definition of t∗.

If t∗ is left-scattered, then V (t∗, x(t∗)) ≥ u(η) + (N − k − 1)a and V (t, x) ≤
u(η) + (N − k − 1)a for t̄ ≤ t ≤ ρ(t∗). Then, by setting t̂ = ρ(t∗), we have

V (θ(t̂+ s), x(θ(t̂+ s))) ≤ u(η) + (N − k)a

= u(η) + (N − k − 1)a+ a

≤ V (t∗, x(t∗)) + a

< P (V (t∗, x(t∗)))

= P (V (σ(t̂), x(σ(t̂)))), for s ∈ [−τ, 0]R.

By condition (ii), we have

D+V ∆(t̂, x(t̂)) =
V (σ((̂t)), x(σ(t̂)))− V (t̂, x(t̂))

µ(t̂)
≤ −w(‖x(t∗)‖) < 0,

i.e., V (t∗, x(t∗)) < V (t̂, x(t̂)), which is a contradiction to the definition of t∗.

Hence, (5.5) holds, so does (5.2). By a simple induction, we have

V (t, x) ≤ u(η) + (N − k)a, for t ≥ θ(tk),

where tk = t0 + k(τ + v(δ)
γ

+ µ̄) and k = 0, 1, . . . , N . Therefore, choosing k = N , we

obtain

V (t, x) ≤ u(η) < u(ε), for t ≥ t0 + T,

where T = N(τ + v(δ)
γ

+ µ̄) + µ̄ ≥ θ(t0 +N(τ + v(δ)
γ

+ µ̄))− t0. Hence, ‖x(t)‖ ≤ η < ε

for t ≥ t0 + T . This completes the proof.

Remark 5.3. It is easy to see from the arguments in the proofs of Theorem 5.1

and Theorem 5.2 that the conclusions of these theorems remain true if the inequality

D+V ∆(t, x) ≤ −w(‖x(σ(t))‖) is replaced by D+V ∆(t, x) ≤ −w(‖x(t)‖). If T = R,

then the continuous versions of these results can be found in [5]; if T = Z, then the

discrete versions of these results are contained in [10]. Since there are many other
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time scales than just the real numbers and the integers, our results are much more

general.

Next, we shall apply the previous theorems to the following linear delay differen-

tial equations on time scale T.{
x∆(t) = Ax(t) +Bx(θ(t− τ)), t ∈ T,
xt0 = φ, t0 ∈ T,

(5.6)

where x ∈ Rn, A,B ∈ Rn×n and τ represents the time delay.

Corollary 5.4. Let a1 = λmax(A+ AT ), a2 = λmax(AAT ) and b = λmax(BBT ). If

a1 + (a2 + 2b)µ(t) + 2
√
b < 0, t ∈ T,

then the trivial solution of system (5.6) is uniformly asymptotically stable.

Proof. It follows from Theorem 5.2 on choosing V (x) = xTx.

It can be seen that the stability conditions in Corollary 5.4 are independent of τ

and very conservative since λmax(A + AT ) < 0. In order to get the less conservative

and delay dependent stability criteria, we can proceed in the following manner.

Let x(t) = x(t, t0, φ) be the solution of equation (5.6). Since x∆(t) is rd-continuous,

we have

x(θ(t− τ)) = x(t)−
∫ t

θ(t−τ)

x∆(s)∆s, t ≥ τ.

Then equation (5.6) can be generalised as the following form

x∆(t) = (A+B)x(t)−B
∫ t

θ(t−τ)

[Ax(s) +Bx(θ(s− τ))]∆s(5.7)

with initial data ψ on [−2τ, 0]R satisfying ψ(s) = φ(s) for s ∈ [−τ, 0]R. Since equation

(5.6) is a special case of equation (5.7), the trivial solution of equation (5.7) is asymp-

totically stable implies that the trivial solution of equation (5.6) is asymptotically

stable.

As an example, consider the equation

x∆(t) = −bx(θ(t− τ))(5.8)

on time scale T. The generalized equation can be written as

x∆(t) = −bx(t)− b2

∫ t

θ(t−τ)

x(θ(s− τ))∆s(5.9)

If V (x) = x2, then, for any q > 1,

V ∆(x) = 2xx∆ + µ(x∆)2

= −2bx2 − 2b2

∫ t

θ(t−τ)

x(θ(s− τ))∆s



FUNCTIONAL DIFFERENTIAL EQUATIONS ON TIME SCALES 517

+µ

[
b2x2 + b2

(∫ t

θ(t−τ)

x(θ(s− τ))∆s
)2

+ 2b3

∫ t

θ(t−τ)

x(θ(s− τ))∆s

]
≤ [−2b+ 2b2qτ + µb2(bqτ + 1)2]V (x)

whenever V (x(θ(t + s))) ≤ q2V (x(t)) for s ∈ [−2τ, 0]R. Therefore, if there exists a

q > 1 such that

−2b+ 2b2qτ + µb2(bqτ + 1)2 < 0,

then, by Theorem 5.2, the trivial solution of equation (5.8) is asymptotically stable.

6. EXPONENTIAL STABILITY RESULTS

In this section, the global exponential stability of system (3.1) is investigated base

on the method of Lyapunov functions and Razumikhin technique. Two Razumikhin-

type stability criteria are established.

Theorem 6.1. Assume that there exist a Lyapunov function V ∈ Crd(T × Rn,Rn)

and positive constants p, c1, c2, λ, such that the following conditions hold

(i) c1‖x‖p ≤ V (t, x) ≤ c2‖x‖p and V (t, x) is locally Lipschitz in x for each right-

dense point t ∈ T;

(ii) if V (σ(t)x(σ(t)))e
R σ(t)
θ(t−τ)

w(t)∆t ≥ V (θ(t+ s), x(θ(t+ s))) for all s ∈ [−τ, 0]R, then

D+V ∆(t, x) ≤ −w(t)V (t, x),

where w(t) ∈ Crd(T,R+), −w(t) ∈ CrdR+ and inft≥θ(t0−τ) w(t) ≥ λ.

Then the trivial solution of system (3.1) is globally exponentially stable.

Proof. Let x(t) = x(t, t0, φ) be a solution of system (3.1) and V (t) = V (t, x). We

shall show that

V (t) ≤ c2‖φ‖pτe
−

R t
t0
w(t)∆t

, for t ∈ T0.

Let

Q(t) = V (t)− c2‖φ‖pτe
−

R t
t0
w(t)∆t

, t ≥ θ(t0 − τ).

We shall show that Q(t) ≤ 0 for t ≥ θ(t0 − τ). It is clear that Q(t) ≤ 0 for t ∈
[θ(t0 − τ), t0], since Q(t) ≤ V (t)− c2‖φ‖pτ ≤ 0 by condition (i).

Next, we shall show that Q(t) ≤ 0 for t ≥ t0. In order to do this, let ε > 0 be

arbitrary and we claim that Q(t) ≤ ε for t ≥ t0. Suppose this is not true, then there

exists some t ≥ t0 such that Q(t) > ε. Let

t∗ = inf{t ≥ t0 | Q(t) > ε}.

By the definition of t∗, we have

Q(t∗) ≥ ε,

Q(t) ≤ ε, for t ∈ [θ(t0 − τ), t∗).
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For the point of t∗, it is enough to consider the following two cases:

Case 1. If t∗ is left-dense, by the definition of t∗, we know that t∗ is also right-

dense, Q(t∗) = ε and Q(t) ≤ ε for t ∈ [θ(t0 − τ), t∗).

Notice V (t∗) = Q(t∗) + c2‖φ‖pτe
−

R t∗
t0
w(t)∆t

; and for s ∈ [−τ, 0]R, we have

V (θ(t∗ + s)) = Q(θ(t∗ + s)) + c2‖φ‖pτe
−

R θ(t∗+s)
t0

w(t)∆t

≤ ε+ c2‖φ‖pτe
−

R θ(t∗+s)
t0

w(t)∆t

≤
(
ε+ c2‖φ‖pτe

−
R t∗
t0
w(t)∆t

)
e−

R θ(t∗+s)
t∗ w(t)∆t

= V (t∗)e
R t∗
θ(t∗+s) w(t)∆t

≤ V (σ(t∗))e
R σ(t∗)
θ(t∗−τ)

w(t)∆t.

So by condition (ii), we have

D+V ∆(t∗) ≤ −w(t∗)V (t∗).

By the Chain Rule (Lemma 2.7), we have(
e
−

R t
t0
w(t)∆t

)∆

=

{∫ 1

0

e

[
−

R t
t0
w(t)∆t+hµ(t)

(
−

R t
t0
w(t)∆t

)∆]
dh

}(
−
∫ t

t0

w(t)∆t
)∆

= −w(t)

∫ 1

0

e

[
−

R t
t0
w(t)∆t−hµ(t)w(t)

]
dh.

Since t∗ is right-dense, we have µ(t∗) = 0 and(
e
−

R t
t0
w(t)∆t

)∆

∣∣∣∣∣
t=t∗

= −w(t∗)e
−

R t∗
t0
w(t)∆t

.

Hence,

D+Q∆(t∗) = D+V ∆(t∗) + w(t∗)c2‖φ‖pτe
−

R t∗
t0
w(t)∆t

≤ −w(t∗)
(
V (t∗)− c2‖φ‖pτe

−
R t∗
t0
w(t)∆t

)
= −w(t∗)ε

< 0,

which, by Lemma 2.6, leads to a contradiction to the definition of t∗.

Case 2. If t∗ is left-scattered, by the definition of t∗, we know that Q(t∗) ≥ ε

and Q(t) ≤ ε for t ∈ [θ(t0 − τ), ρ(t∗)].

Let t̄ = ρ(t∗), then for s ∈ [−τ, 0]R, we have

V (θ(t̄+ s)) = Q(θ(t̄+ s)) + c2‖φ‖pτe
−

R θ(t̄+s)
t0

w(t)∆t

≤ ε+ c2‖φ‖pτe
−

R θ(t̄+s)
t0

w(t)∆t

≤
(
ε+ c2‖φ‖pτe

−
R t∗
t0
w(t)∆t

)
e−

R θ(t̄+s)
t∗ w(t)∆t

≤
(
Q(t∗) + c2‖φ‖pτe

−
R t∗
t0
w(t)∆t

)
e

R t∗
θ(t̄+s) w(t)∆t

≤ V (t∗)e
R t∗
θ(t̄−τ) w(t)∆t
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= V (σ(t̄))e
R σ(t̄)

θ(t̄−τ)
w(t)∆t

,

thus, by condition (ii), we have

D+V ∆(t̄) ≤ −w(t̄)V (t̄).

Since t̄ is right-scattered, we can obtain

D+Q∆(t̄)

=
Q(σ(t̄))−Q(t̄)

µ(t̄)

=
1

µ(t̄)

[
V (σ(t̄))− c2‖φ‖pτe

−
R σ(t̄)
t0

w(t)∆t − V (t̄) + c2‖φ‖pτe
−

R t̄
t0
w(t)∆t

]
=

V (σ(t̄))− V (t̄)

µ(t̄)
+

1

µ(t̄)
c2‖φ‖pτe

−
R t̄
t0
w(t)∆t

(
1− e−

R σ(t̄)

t̄
w(t)∆t

)
= D+V ∆(t̄) +

1

µ(t̄)
c2‖φ‖pτe

−
R t̄
t0
w(t)∆t

(
1− e−µ(t̄)w(t̄)

)
≤ −w(t̄)

(
V (t̄)− c2‖φ‖pτe

−
R t̄
t0
w(t)∆t

)
= −w(t̄)Q(t̄),

which, coupled with −w ∈ CrdR+, yields

ε ≤ Q(t∗) = Q(σ(t̄))

≤ [1− µ(t̄)w(t̄)]Q(t̄)

< Q(t̄)

= Q(ρ(t∗)),

i.e., Q(ρ(t∗)) > ε, which is a contradiction to the definition of t∗.

Based on the above contradictions, we know that Q(t) ≤ ε for all t ≥ t0. Let

ε→ 0+, we have Q(t) ≤ 0 for t ≥ t0. Thus, we get

V (t) ≤ c2‖φ‖pτe
−

R t
t0
w(t)∆t

, t ≥ t0.

By condition (i) and (ii), we have

c1‖x‖p ≤ V (t) ≤ c2‖φ‖pτe
−

R t
t0
w(t)∆t ≤ c2‖φ‖pτe−λ(t−t0), t ≥ t0.

i.e,

‖x‖ ≤
(c2

c1

) 1
p‖φ‖τe−

λ
p

(t−t0), t ≥ t0.

which completes the proof.

If w(t) ≡ λ in Theorem 6.1, we have the following result.

Corollary 6.2. Assume that all conditions of Theorem 6.1 hold with the following

change:
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(ii)∗ if V (σ(t)x(σ(t)))eλ(σ(t)−θ(t−τ)) ≥ V (θ(t+s), x(θ(t+s))) for all s ∈ [−τ, 0]R, then

D+V ∆(t, x) ≤ −λV (t, x),

where −λ ∈ CrdR+.

Then the trivial solution of system (3.1) is globally exponentially stable.

Next, we further assume that the graininess function µ is bounded from above,

i.e.,

µ̄ = sup
t∈T
{µ(t)} <∞.

Then we have the following conservative result, the conditions of which are easier

to testify than that of Theorem 6.1 and Corollary 6.2. The proof of the following

theorem is identical to that of Theorem 6.1 and thus omitted.

Theorem 6.3. Assume that there exist a Lyapunov function V ∈ Crd(T × Rn,Rn)

and positive constants p, c1, c2, λ, such that the following conditions hold

(i) c1‖x‖p ≤ V (t, x) ≤ c2‖x‖p and V (t, x) is locally Lipschitz in x for each right-

dense point t ∈ T;

(ii) if qV (σ(t)x(σ(t))) ≥ V (θ(t+ s), x(θ(t+ s))) for all s ∈ [−τ, 0]R, then

D+V ∆(t, x) ≤ −λV (t, x),

where −λ ∈ CrdR+ and q is a constant such that q ≥ eλ(µ̄+τ).

Then the trivial solution of system (3.1) is globally exponentially stable.

Remark 6.4. By employing Lyapunov-Razumikhin method, we have established two

exponential stability criteria, the conditions of which can be easily testified. Moreover,

when the time scale T reduces to the real numbers R or the integers Z, our results

reduce to the results for functional differential equations contained in [11] or the

results for delay difference equations. Since time scales contain not only R and Z,

but also some other hybrid time domains, our results are more general than the results

in [11].

Remark 6.5. If the time scale T satisfies the following conditions:

(i): 0 and τ ∈ T;

(ii): t+ s ∈ T for any t ∈ T and s ∈ [−τ, 0],

then the initial condition of system (3.1) can be given by xt0 = φ, t0 ≥ 0, where φ ∈
C([−τ, 0],Rn) and xt0(s) = x(t0 + s) for s ∈ [−τ, 0]. From the proof of Theorem 6.1,

we can see that M , α and φ in Definition 3.3(S5) are all independent of t0. This kind

of stability is called uniform exponential stability in [12] for discrete delay systems.

Remark 6.6. If T = Z, then condition (ii) of Theorem 6.3 can be written in the

form of
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(ii) qV (n+1, x(n+1)) ≥ V (n+s, x(n+s)) implies V (n+1, x(n+1)) ≤ ηV (n, x(n)),

where η = 1− λ.

We can see that, in [12], condition (ii) is changed into:

(ii)’ qV (n, x(n)) ≥ V (n+ s, x(n+ s)) implies V (n+ 1, x(n+ 1)) ≤ ηV (n, x(n)).

It is worth noting that condition (ii) and condition (ii)′ serve similarly, that is, com-

paring V (n+ 1, x(n+ 1)) with V (n, x(n)) after having compared V (n+ 1, x(n+ 1))

or V (n, x(n)) with its τ backward items. Since, in [12], an additional condition is

needed:

(iii)’ for some s ∈ N−τ − {0}, V (n + s, x(n + s)) ≥ eαV (n, x(n)) implies V (n +

1, x(n+ 1)) ≤ 1
q

maxs∈N−τ{V (n+ s, x(n+ s))}, where α = min{ln( 1
η
), ln q
τ+1
}, and

N−τ = {−τ,−τ + 1, . . . ,−1, 0},

we know that Theorem 3.3 in [12] is more complicated than the discrete version of our

results. Moreover, Theorem 6.3 will be used to analyze the stability of a class of delay

systems in the following section. Some exponential stability criteria which contain

Theorem 4.1 in [12] will be established. Hence, the discrete version of Theorem 6.3

is not only simpler but also more efficient than the results in [12] to analyze stability

of delay discrete systems.

Next, we shall apply these Razumikhin-type results to some special cases of sys-

tem (3.1). Consider the nonlinear delay systems on time scales of the form{
x∆(t) = F (t, x(t), x(θ(t+ h1(t))), . . . , x(θ(t+ hm(t))), t ∈ T0

xt0 = φ, t0 ≥ 0.
(6.1)

where F ∈ Crd(T × Rn×(m+1),Rn) and hj : T0 → [−τ, 0]R for j = 1, 2, . . . ,m. We

assume here that F (t, 0, 0, . . . , 0) ≡ 0 for any t ∈ T.

Theorem 6.7. Assume that condition (i) of Theorem 6.3 holds, while condition (ii)

of Theorem 6.3 is replaced by the following condition:

(ii)∗ there exist positive constants λ, λi, i = 1, 2, . . . ,m, such that

D+V ∆(t, x) ≤ −λV (t, x) +
m∑
i=1

λiV (θ(t+ hi(t)), x(θ(t+ hi(t)))).

If λ >
∑m

i=1 λi and 1 > µ̄λ, then the trivial solution of system (6.1) is globally

exponentially stable.

Proof. If λ >
∑m

i=1 λi and 1 > µ̄λ,, then we see that equation

λ− q
m∑
i=1

λi =
ln q

µ̄+ τ
(6.2)
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has a unique solution q satisfying

1 < q <
λ∑m
i=1 λi

and qµ̄ <
1∑m
i=1 λi

.

Thus, for any s ∈ [−τ, 0]R, if V (θ(t + s), x(θ(t + s))) ≤ qV (σ(t), x(σ(t))), then, by

condition (ii)∗, we have

D+V ∆(t, x) ≤ −λV (t, x) + q

m∑
i=1

λiV (σ(t), x(σ(t))).

If t is right-dense, i.e., σ(t) = t, we have

D+V ∆(t, x) ≤ −
(
λ− q

m∑
i=1

λi

)
V (t, x).(6.3)

If t is right-scattered, i.e., σ(t) > t, we have

D+V ∆(t, x) =
V (σ(t), x(σ(t)))− V (t, x)

µ(t)

≤ −λV (t, x) + q
m∑
i=1

λiV (σ(t), x(σ(t)))

= −λV (t, x) + µ(t)q
m∑
i=1

λi
V (σ(t), x(σ(t)))− V (t, x)

µ(t)

+q
m∑
i=1

λiV (t, x)

= −
(
λ− q

m∑
i=1

λi

)
V (t, x) + µ(t)q

m∑
i=1

λiD
+V ∆(t, x),

i.e., (
1− µ(t)q

m∑
i=1

λi

)
D+V ∆(t, x) ≤ −

(
λ− q

m∑
i=1

λi

)
V (t, x).(6.4)

Since the unique root of equation (6.2) satisfies qµ̄ < (
∑m

i=1 λi)
−1, we have

1 ≥ 1− µ(t)q
m∑
i=1

λi ≥ 1− qµ̄
m∑
i=1

λi > 0.(6.5)

Then, by (6.4) and (6.5), we have

D+V ∆(t, x) ≤ − λ− q
∑m

i=1 λi
1− µ(t)q

∑m
i=1 λi

V (t, x)

≤ −
(
λ− q

m∑
i=1

λi

)
V (t, x).(6.6)

It follows from (6.3) and (6.6) that

D+V ∆(t, x) ≤ −
(
λ− q

m∑
i=1

λi

)
V (t, x)
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= − ln q

µ̄+ τ
V (t, x).

By 1 > µ̄λ, we have

1− µ(t)
ln q

µ̄+ τ
= 1− µ(t)

(
λ− q

m∑
i=1

λi

)
≥ 1− µ̄λ+ µ(t)q

m∑
i=1

λi

> 0,

which implies that − ln q
µ̄+τ
∈ CrdR+. Therefore, by Theorem 6.3, the trivial solution

of system (6.1) is globally exponentially stable.

Remark 6.8. If T = Z and denote λ0 = 1 − λ, then condition (ii)∗ of Theorem 6.7

can be rewritten in the following form:

V (n+ 1, x(n+ 1)) ≤ λ0V (n, x(n)) +
m∑
i=1

λiV (n+ hi(n), x(n+ hi(n))).

Hence, Theorem 6.7 reduces to Theorem 4.1 in [12]. Since the discrete version of

Theorem 6.3 is easier than Theorem 3.3 in [12] to apply, our proof for the discrete

version of Theorem 6.7 is simpler than the proof of Theorem 4.1 in [12].

Since it may not be easy to find a suitable Lyapunov function satisfying condition

(ii)∗ of Theorem 6.7, we shall introduce the following corollary which makes our results

more applicable.

Corollary 6.9. Assume that there exist constants L > 0, λ > 0 and αi ≥ 0, i =

1, 2, . . . ,m, such that

‖F (t, x, 0, . . . , 0)‖2 ≤ L‖x‖2(6.7)

xTF (t, x, 0, . . . , 0) ≤ −λ‖x‖2(6.8)

‖F (t, x, y1, . . . , ym)− F (t, x, 0, . . . , 0)‖ ≤
m∑
i=1

αi‖yi‖(6.9)

for all t ∈ T and x, y1, y2, . . . , ym ∈ Rm. If 1 > λ0µ̄ and

µ̄L+
m∑
i=1

(1 + µ̄mαi)αi < λ,

where λ0 = 2λ − 2µ̄L −
∑m

i=1 αi, then the trivial solution of system (6.1) is globally

exponentially stable.
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Proof. Let V (t, x) = xTx and yi(t) = x(θ(t + hi(t))), i = 1, 2, . . . ,m, then it suffices

to show that (6.7), (6.8) and (6.9) imply condition (ii)∗ of Theorem 6.7. For, all

(t, x) ∈ T0 × Rn, we have

D+V ∆(t, x) = (xTx)∆

= xTx∆ + (x∆)Txσ

= xTx∆ + (x∆)Tx+ µ(t)(x∆)Tx∆

= xTF (t, x, y1, . . . , ym) + F T (t, x, y1, . . . , ym)x

+µF T (t, x, y1, . . . , ym)F (t, x, y1, . . . , ym),(6.10)

where xσ = x(σ(t)). If we denote G = F (t, x, y1, . . . , ym) − F (t, x, 0, . . . , 0) and

F = F (t, x, 0, . . . , 0), then (6.10) implies that

D+V ∆(t, x) = 2xTG+ 2xTF + µGTG+ µF TF + 2µGTF

≤ 2‖x‖ · ‖G‖+ 2µ‖G‖2 + 2µ‖F‖2 + 2xTF.

Furthermore, by (6.7), (6.8) and (6.9), we have

D+V ∆(t, x) ≤ 2
m∑
i=1

αi‖x‖ · ‖yi‖ − 2λxTx+ 2µ(
m∑
i=1

αi‖yi‖)2 + 2µLxTx

≤ (−2λ+ 2µL+
m∑
i=1

αi)x
Tx+

m∑
i=1

(αi + 2µmα2
i )‖yi‖2

≤ −(2λ− 2µ̄L−
m∑
i=1

αi)V (t, x)

+
m∑
i=1

(αi + 2µ̄mα2
i )V (θ(t+ hi(t)), x(θ(t+ hi(t)))),

which implies that condition (ii)∗ of Theorem 6.7 holds. Hence, applying Theorem 6.7

yields the desired conclusion.

When the function F is linear, then, for m = 1, system (6.1) reduces to the

following linear delay system on time scales{
x∆(t) = Ax(t) +Bx(θ(t+ h(t))), t ∈ T0,

xt0 = φ, t0 ≥ 0,
(6.11)

where A,B ∈ Rn×n and h : T0 → [−τ, 0]R.

Corollary 6.10. Let a = supt∈T

{
λmax(A + AT + 2µATA + I)

}
and b = (1 +

2µ̄)λmax(BTB). In addition, we assume that a + b < 0 and 1 + aµ̄ > 0, then the

trivial solution of system (6.11) is globally exponentially stable.

Proof. Let V (t, x) = xTx and xh = x(θ(t+ h(t))), then we have

D+V ∆(t, x) = xTx∆ + (x∆)Tx+ µ(x∆)Tx∆

= xT (A+ AT + µATA)x+ 2xTBxh + 2µxTATBxh

+µxThB
TBxh
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≤ xT (A+ AT + 2µATA+ I)x+ (1 + 2µ)xThB
TBxh

≤ aV (t, x) + bV (θ(t+ h(t)), x(θ(t+ h(t)))),

which implies that condition (ii)∗ of Theorem 6.7 holds. Therefore, the trivial solution

of system (6.11) is globally exponentially stable.

7. NUMERICAL EXAMPLES

In this section, we shall apply the Razumikhin-type criteria established in previ-

ous sections to analyze stability of delay differential equations on time scales.

Example 7.1. Consider the following linear delay differential equation on time scale

T {
x∆(t) = cx(t) + dx(θ(t− τ)),

xt0 = φ,
(7.1)

where x ∈ R, t0 = 0 ∈ T, c = −1.7, d = −0.2, and τ = 2.

If the graininess function µ(t) of time scale T satisfies µ(t) ≤ 1 for t ∈ T, then all

the conditions of Corollary 5.4 are satisfied. Hence, the trivial solution of equation

(7.1) is uniformly asymptotically stable.

In the following simulations, we consider three types of time scales: T = Z, T = R,

and time scale T chosen randomly with µ ≤ 1. For the two special cases T = Z and

T = R, simulation results are shown in Figure 1(a) and Figure 1(b), respectively.

Two time scales T1 and T2 are chosen randomly with µ ≤ 1, and the corresponding

simulation results are shown in Figure 1(c) and Figure 1(d), respectively.

Next, we shall study the exponential stability of (7.1) with c = −4, |d| = 1.75

and τ > 0 by using Corollary 6.10. Then, we have

a = sup
t∈T
{1 + 2c+ 2c2µ(t)},

b = (1 + 2µ̄)d2.

(1) If T = T3 = 1
10

Z = {. . . , 0, 1
10
, 2

10
, . . . }, then µ(t) = µ̄ = 1

10
and

a = 1 + 2c+
1

5
c2,

b =
6

5
d2.

Obviously, a + b < 0 and 1 + aµ̄ > 0, which imply that all the conditions of Corol-

lary 6.10 hold. Hence, the trivial solution of equation (7.1) is globally exponentially

stable. Numerical simulation is shown in Figure 1(e) for equation (7.1) on time scale

T3 with d = −1.75, τ = 0.5 and φ(s) = −0.8 for s ∈ {−0.5,−0.4, . . . ,−0.1, 0}.
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Figure 1. Numerical simulations of (7.1) on time scales: (a) Z, (b) R,

(c) T1, (d) T2, (e) T3, (f) T4. In (c) and (d), the green dots represent

the time scales randomly generated with µ ≤ 1.
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(2) If T = T4 =
⋃∞
k=−1[1

5
k, 1

5
k + 1

10
], then we have

µ(t) =

{
0, t ∈

⋃∞
k=−1[1

5
k, 1

5
k + 1

10
),

1
10
, t = 1

5
k + 1

10
, k = −1, 0, 1, 2, . . .

and µ̄ = 1
10

, a = 1 + 2c + 1
5
c2, b = 6

5
d2. Therefore, all the conditions of Corollary

6.10 are satisfied. We choose d = 1.75, τ = 0.2 and φ(s) = 0.8 for s ∈ [−τ, 0]R, then,

from Figure 1(f), one can see that the trivial solution of equation (7.1) is globally

exponentially stable.

Example 7.2. Consider the nonlinear continuous systems with time delay{
ẋ(t) = Ax(t) + g(t, x(t), x(t− τ)), t ≥ t0 = 0,

xt0 = φ,
(7.2)

where x = (x1, x2, x3)T ,

A =

 −1 0 −2

0 −5 −2

1 0 −4

 ,
and g(t, x(t), x(t− τ)) = 3

2

(
x1(t− τ) sin(x3(t)), x2(t− τ) cos(x2(t)), x3(t−τ)

1+sin2 t

)T
, τ is a

positive constant.

Let F (t, x(t), x(t − τ)) = Ax(t) + g(t, x(t), x(t − τ)), then F (t, x(t), 0) = Ax(t).

It is easy to see that

xTF (t, x, 0) = xTAx ≤ λmax(A)xTx,

‖F (t, x, x(t− τ))− F (t, x, 0)‖ = ‖g(t, x, x(t− τ))‖ ≤ 3

2
‖x(t− τ)‖.

Since time scale T = R, i.e., µ(t) ≡ 0 and µ̄ = 0, all the conditions of Corollary 6.9

are satisfied with λ = −λmax(A) = 2, m = 1 and α1 = 3
2
. Hence, the trivial solution

of system (7.2) is globally exponentially stable. The numerical simulation result is

shown in Figure 2 with τ = 0.2 and φ(s) = [0.75, 0.25,−0.5]T for s ∈ [−τ, 0].

8. CONCLUSIONS

In this paper, the fundamental theory of general functional differential equations

on time scales have been studied. Some results of local and global existence, unique-

ness, and extended existence of solutions have been introduced and proved. Several

Razumikhin-type stability criteria have also been presented, and then applied to dis-

cuss stability property of various linear and nonlinear delay systems on time scales.

One possible future direction is to investigate the stability property by using the

Lyapunov-Krasovskii functionals; another research direction is to extend the work to

impulsive functional differential equations on time scales.
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Figure 2. Numerical simulations of continuous-time system (7.2).

9. ACKNOWLEDGEMENT

This research was supported by the Natural Sciences and Engineering Research

Council of Canada which is gratefully acknowledged.

REFERENCES

[1] Y. Liu, S. Zhao, Controllability for a class of linear time-varying impulsive systems with time
delay in control input, IEEE Transactions on Automatic Control, 56(2):395–399, 2011.

[2] J. Liu, X. Liu, W. C. Xie, H. Zhang, Stochastic consensus seeking with communication delays,
Automatica, 47(12):2689–2696, 2011.

[3] Y. Becerikli, Y. Oysal, Modeling and prediction with a class of time delay dynamic neural
networks, Applied Soft Computing, 7(4):1164–1169, 2007.

[4] B. Coluzzi, M. Ghil, S. Hallegatte, G. Weisbuch, Boolean delay equations on networks in eco-
nomics and the geosciences, International Journal of Bifurcation and Chaos, 21(12):3511–3548,
2011.

[5] J. Hale, Theory of functional differential equations, Springer-Verlag, New York, 1977.
[6] N.V. Azbelev, V.P. Maksimov, L.F. Rakhmatullina, Introduction to the theory of functional

differential equations: methods and applications, Hindawi Publishing Corporation, New York,
2007.

[7] T. Erneux, Applied delay difference equations, Springer, Belgium, 2009.
[8] I. P. Stavroulakis, Oscillations of delay difference equations, Comput. Math. Appl., 29(7):83–88,

1995.
[9] H. Matsunaga, T. Hara, S. Sakata, Global attractivity for a nonlinear difference equation with

variable delay, Comput. Math. Appl., 41(5):543–551, 2001.
[10] S. Elaydi, S. Zhang, Stability and periodicity of difference equations with finite delay, Funkcialaj

Ekvacioj, 37:401–413, 1994.
[11] Q. Wang, X. Liu, Exponential stability for impulsive delay differential equations by Razumikhin

method, J. Math. Anal. Appl., 309(2):462–473, 2005.
[12] B. Liu, H.J. Marquez, Razumikhin-type stability theorems for discrete delay systems, Automat-

ica, 43(7):1219–1225, 2007.



FUNCTIONAL DIFFERENTIAL EQUATIONS ON TIME SCALES 529

[13] Q. Wang, X. Liu, Impulsive stabilization of delay differential systems via the Lyapunov-
Razumikhin method, Appl. Math. Lett., 20:839–845, 2007.

[14] X. Liu, Z. Zhang, Uniform asymptotic stability of impulsive discrete systems with time delay,
Nonlinear Analysis, 74:4941–4950, 2011.

[15] S. Zhang, M. Chen, A new Razumikhin theorem for delay difference equations, Comput. Math.
Appl., 36(10-12):405–412, 1998.

[16] K. Zhang, X. Liu, Global exponential stability of nonlinear impulsive discrete systems with time
delay, in Proceedings of the 25th Chinese Control and Decision Conference, Guiyang, China, 148–
153, May 2013.

[17] X. Liu, K. Zhang, Impulsive control for stabilisation of discrete delay systems and synchroni-
sation of discrete delay dynamical networks, IET Control Theory and Applications, 8(13):1185–
1195, 2014.

[18] K. Zhang, X. Liu, W.C. Xie, Global exponential stability of discrete-time delay systems subject
to impulsive perturbations, in the Proceddings of The 4th International Conference on Complex
Systems and Applications, Le Havre, France, 239–244, 2014.

[19] S. Hilger, Ein Maßkettenkalkül mit Anwendung auf Zentrumsmannigfaltigkeiten, Ph.D. Thesis,
Universität Würzburg, 1988.

[20] K. Zhang, X. Liu, Stability in terms of two measures for nonlinear impulsive systems on time
scales, Journal of Applied Mathematics, Article ID 313029:12 pages, 2013.

[21] K. Zhang, X. Liu, Controllability and observability of linear time-varying impulsive systems on
time scales, AIP Conference Proceedings, 1368:25–28, 2011.

[22] K. Zhang, X. Liu, Stability in terms of two measures for nonlinear impulsive systems on time
scales by comparison method, Dynamics of Continuous, Discrete and Impulsive Systems Series
A: Mathematical Analysis, 19(2):145–176, 2012.

[23] K. Zhang, X. Liu, Nonlinear boundary value problems of first order impulsive integro-differential
equation of volterra type on time scales, Dynamic Systems and Applications, 22(4):517–534, 2013.

[24] M. Bohner, A. Peterson, Dynamic Equations on Time Scales: An Introduction with Applica-
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