Neural, Parallel, and Scientific Computations 17 (2009) 187 - 204

ON SINGULAR INITIAL VALUE PROBLEMS

Syed Tauseef Mohyud-Din and Muhammad Aslam Noor
Department of Mathematics, COMSATS Institute of Information Technology,
Islamabad, Pakistan.
syedtauseefs @hotmail.com (S. T. Mohyud-Din)
noormaslam @hotmail.com (M. A. Noor)

Abstract This paper is devoted to the study of singular initial value problems including
Lane Emden equations. The singular initial value problem have been investigated by
applying variational iteration (VIM) and homotopy perturbation (HPM) methods coupled
with a transformation which is very useful to cope with the singular behavior which
occur at x=0. Several examples are given to confirm the reliability and efficiency of the

proposed techniques.
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1. Introduction

The singular initial value problems [1-10, 21-24, 28-30, 33, 34] are of utmost importance
in nonlinear sciences. Several techniques have been employed to tackle such problems,
see [1-10, 21-24, 28-30, 33, 34] and the references therein. He [8-17] developed the
variational iteration and homotopy perturbation methods which have been applied [3, 5-
28, 31, 32] to a wide class of initial and boundary value problems. The basic motivation
of this paper is the extension of these very reliable techniques for solving singular initial
value problems. The singularity behavior at x=0, has been tackled by the introduction of
a transformation u(x)=x y(x). It is observed that the suggested transformation is very
effective and useful. Moreover, in case of variational iteration method (VIM), we convert
the second-order initial value problems into a system of two first-order integral equations
which in turn makes the identification of Lagrange multiplier uniform and very simple.
The homotopy perturbation method (HPM) coupled with the above transformation has
been implemented on Lane-Emden equations. Numerical results clearly reveal the

complete reliability of the proposed algorithms.
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2. Variational Iteration Method (VIM)

To illustrate the basic concept of the technique, we consider the following general
differential equation

Lu+ Nu = g(x) (1)
where L is a linear operator, N a nonlinear operator and g(x) is the forcing term.
According to the VIM [3, 5-8, 10, 13-18, 22-24, 26-28, 31], we can construct a correction

functional as follows
t, () =0, () + [ A(Lu, () + Nil, (5) = g (5))ds )
0

where Ais a Lagrange multiplier [3, 5-8, 10, 13-18, 22-24, 26-28, 31] , which can
be identified optimally via variational iteration method. The subscripts n denote the nth

approximation,#, is considered as a restricted variation. i.e.di, =0; (2) is called a

correction functional. The solution of the linear problems can be solved in a single
iteration step due to the exact identification of the Lagrange multiplier. The principles of
variational iteration method and its applicability for various kinds of differential
equations are given in [3, 5-8, 10, 13-18, 22-24, 26-28, 31]. For the sake of simplicity and
to convey the idea of the technique, we consider the following system of differential

equations:
x/ ()= fi(t,x,), i=123,...n, 3)

subject to the boundary conditions. x;(0)=c¢;, i=1,2,3,...,n. To solve the system by

means of the variational iteration method, we rewrite the system (3) in the following

form:
x/ ()= fi(x)+g,(t), i=123,...n, “4)

subject to the boundary conditions. x;(0) =¢,, i =1,2,3,...,n and g,is defined in (1). The

correction functional for the nonlinear system (4) can be approximated as
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A (1) =20 O+ [ 40 @), £, GO @, FO D) E (T) - g, (DT,

W)= 0+ [ 4, (e (T, £, GOT), O ()., X (T)) - g, (T)T, )

x 0 @0 = O+ [ 4,0 D), £, GO OFD ) 5 T) = 8, (DM

where A =1, i=123,...,nare Lagrange multipliers, X,,X,,..., X, denote the restricted
variations.

For 4, =-1, i=1273,...,n we have the following iterative schemes

x (0= 100 = [ (D D). f D) (Tl (1) = g, (DN,

X0 =5 0= [ (D). £, @) (D) (1) = g, (THT. (©)

0= 2" 0= [ D), 6 @) (D x D (T)) = g, (DT

If we start with the initial approximations x,(0)=c,, i=123,.,nthen the
approximations can be completely determined; finally we approximate the solution

x,(1) = Lim x, (r) by the nth term x,"’(r) for i=123,....n.

3. Homotopy Perturbation Method (HPM)
To explain the He’s homotopy perturbation method, we consider a general equation of
the type,

L(u) =0, (7)
where L is any integral or differential operator. We define a convex homotopy H (u, p) by
H(u, p) = (1= p)F(u) + pL(u), ®)
where F (u) is a functional operator with known solutions vy, which can be obtained
easily. It is clear that, for

H(u, p) =0, ©)

we have
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H@,0)=F(u), Hu,l)=Lu).
This shows that H (u, p) continuously traces an implicitly defined curve from a starting
point H (vp, 0) to a solution function H (f, 1). The embedding parameter monotonically
increases from zero to unit as the trivial problem F (u) = 0 is continuously deforms the
original problem L (u) = 0. The embedding parameter p € (0, 1] can be considered as an
expanding parameter [8-12, 19-21, 23-25, 32]. The homotopy perturbation method uses

the homotopy parameter p as an expanding parameter [8-12] to obtain

u=2piui=u0+pu1+p2u2+p3u3+~--, (10)

i=0

if p — 1, then (10) corresponds to (8) and becomes the approximate solution of the form,

=1i = . 11
f plLl’llu ;ul (11)
It is well known that series (11) is convergent for most of the cases and also the rate of
convergence is dependent on L (u); see [8-12]. We assume that (11) has a unique

solution. The comparisons of like powers of p give solutions of various orders.

4. Numerical Applications

In this section, we apply the variational iteration method (VIM) coupled with the
transformation for solving singular initial value problems. We also apply homotopy
perturbation method (HPM) along with the similar transformation to solve Lane-Emden

equations.

Example 4.1 Consider the following linear singular initial value problem
y”+gy'+y=6+12x+x2+)c3 (12)
X

with initial conditions
y(0)=0, ¥ (0)=0. (13)
Using the transformation u(x) = x y(x), the singular initial value problem (12, 13) can be
converted
to the following non-singular second order initial value problem
W' (x) + u(x) = 6x +12x*+x° + x*, (14)
with initial conditions

u(0)=0, u’(0)=0. (15)
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Now, using the transformation Z—u = z(x), the non singular initial value problem (14, 15)
X

can be

rewritten as the following system of differential equations

du

_:Z-x,

I (x)
£=6x+12x2+x3+x4—u,
dx

with boundary conditions
u(0)=0, z(0)=0.
The above system of differential equations can be written as the following system of

integral equations with Lagrange multipliers 4, =1, i=1,2.
uV(x) = /11! 7P ()at,
0
(k+1) A2 SR VI B x(k)
2" (x)=3x" +4x +Zx +§x —ﬂzju (t)dt.
0

Consequently, following approximants are obtained
u®(x)= 0,
0) 2 3 1 4 1 5
27 (X)=3x"+4x +—x"+—x,
4 5
1

u (x)=x" +x* +ix5 +—x°,
20 30

20 (x) =3x% +4x° L +lx5,
4 5

u?(x)=x>+x* +Lx5 +Lx6,
20 30

5 1 6

z(z)(x)=3x2+4x3+lx4+lx5— lople Ly, Lo :
4 5 4 5 120 210

u®(x)=x" +x* +ix5 +ix6 —(ixs +Lx6 +Lx7 +Lx8j,
20 30 20 30 840 1680

29 (x) =3x" +4x° +lx4 +lx5 - lx4 +lx5 +Lx6 +LX7 )
4 5 4 5 120 210
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u®@x)=x"+x* +ix5 +ix6 —(Lxs +ix6 +Lx7 +Lx8j,
20 30 20 30 840 1680

6, L 5

7@ (x) =3x% +4x° +lx4 +lx5 —(lx“ +lx5 +Lx6 +Lx7j+ix +—x
4 5 210 120 210

4 5 120
+ ! x4 ! x’
6720 13520

9

u<5)(x):x3+x4+ix5+—x6—(—x5+—x6+ Lot x8j+ Lo Ly
20 30 20 30 840 1680 840 1680

+ 1 9 1 10
x + X
60840 135200

b

79 (x) =3x" +4x° +lx4 +lx5 - l)c4 +lx5 +Lx6 +Lx7 +Lx6 +—x’
4 5 4 5 120 210 120 210
LI S S

+ X + X
6720 13520

b

u(ﬁ)(x):x3+x4+ix5+ix6— —x5+ix6+ ! X+ ! x|+ ! x’+ ! x*
20 30 20 30 840 1680 840 1680

+ ! x’ + ! x'",

60840 135200

2 9(x) =3x" +4x° +lx4 +lx5 - lx4 +lx5 +Lx6 +Lx7 +Lx6 +Lx7
4 5 4 5 120 210 120 210

i 1 8 1 9_ 1 8 1 9 1 10 1 11
t X + X X + X + X+ X,
6720 13520 6720 15840 604800 1487200

Cancellation of the noise terms gives the solution
u(x)=x>+x*,
and consequently
y(x)=x*+x.

Example 4.2 Consider the following Lane-Emden type equation
2,
YV +—y +siny=0 (16)
x

with boundary conditions

y(0) =1, Y (0)=0 7)



Singular Initial Value Problems 193

Using the transformation u(x) = x y(x), the singular initial value problem (16, 17) can be

converted to the following non-singular second order initial value problem

u”(x)+ xsin[MJ =0, (18)

X

with initial conditions

u(0)=0, u'(0)=1 (19)
Now, using the transformation Z—u = z(x), the non singular initial value problem (18, 19)
X

can be converted to the following system of differential equations

du
— =z(x),
dx 2(x)

% = —xsin l (u(x)),
dx X

with
u(0) =0, z(0) =1.
The above system of differential equations can be written as the following system of

integral equations with Lagrange multipliers 4, =1, i=1,2.

u® P (x)= jz(k)(x)dx,
0

X

Z(k+1) (x) =1- jxsinl(u(k)(x))dx,
X

0

Consequently, we obtain the following approximants

{u“” (x) =0,

2% =1,
u®(x) = x,
2% (x) =0,
u'? (x) = x,

1 )
7?2 (%) =1—5x2 sinl,
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1
(3) _ b
u’(x)=x X x”sin 1,

1
(3) 1 2
727 (x)=1 Y x“sin 1,

u®(x)= x—%xS (sinl),
7P (x) =1 —lxz (sin1) +i(sin D(cosl)x*
2! 22 ’
u®(x)=x- l x° (sinl) + L x°(sin1)(cos1)
3! 120 ’
79(x) = 1—%;& (sinl) + %(sin 1) (cos)x*,
u®(x)=x —lx3 (sin1) +Lx5 (sin1)(cos])
3! 120 ’
729 = 1—lx2 (sinl) +i(sin1) (cos]) x* +(sin1)(L(sin )? - / (cosl)zjx6
2! 22 3024 5040 ’
u”(x)= x—lx3 (sinl) +Lx5(sin1)(cosl) +( ! (sinl)® — ! (cosl)zjx7 (sinl)
3! 120 3024 5040 ’
727 (x) =1 —le (sinl) +i(sin1) (cosl) x* +(sin1)( / (sinl)? — ! (cosl)zjx6
2! 22 3024 5040
1139 . ., 1x9 2 ) s, .
+ sinl)” + cosl)” |x"(sinl)(cosl),
(3265920( ) 362880( ) j (sinl)(cos])
u®(x)= x—lx3 (sinl) +Lx5 (sinl)(cosl) +( ! (sinl)® — ! (cosl)zjx7 (sinl)
3! 120 3024 5040
+ sinl)” + cosl) x® (sin1)(cosl j,
(3265920( ) 362880( )" (sinl)(cos])
¢ () =12 * (sin) + —— (sin1) (cos) x* +(sinD)| —— (sin])? ——— (cos])* |x°
2! 22 3024 5040
113x9 . ., 1x9 2 ) 8, .
+H sinl)” + cosl)” |x°(sinl)(cosl
(3265920( ) 362880( ) j (sinl)(cos))
+(M(sinl)z(cosl)2 —L(cosl)4 —&(sinl)“jx10 (sinl),
898128000 39916800 23950080

The series solution is given by
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1 . 3 1 . 5 . 1 . 2 1 2 7
=x——(sin]) x” +—(cosD(sinl)x” + (sinl)| —— (sin1)* ———(cosl
u(x)=x 3!( )X 5!( )(sinDx” +( )(3024( ) 5040( )jx

. 13 . ) o
+(sinl)(cosl)| — sinl)” + cosl
(sinX )( 3265920 ™ * 362880 jx
+(sinl) (& (sin1)*(cosl)* —————(cosl)* ————— (sinl)“jxn .
89812800 39916800 23950080

and, consequently,

1 . , 1 . 4 . 1 . 1 1 5 ) 6
=]1——(sinl +—(cosl)(sinl)x” +(sinl)| ——(sinl)* ————(cosl
y(x) 3!( )X 5!( )(sinl)x™ +(si )(3024(1 ) (cosl) jx

5040
+(sinl)(cosl) (— (sinl)® + ! (cosl)zjxg
3265920 362880
+(sinl) (ﬂ(sinl)z(cosl)2 ———— (cosD)? B (sinl)4jx1° e
89812800 39916800 23950080

Example 4.3 Consider the following second order singular initial value problem
P2,
y +—y +sinhy=0 (20)
X

with initial conditions
y0)=1, ¥'(0)=0. (21)
Using the transformation u(x) = x y(x), the singular initial value problem (20, 21) can be

converted to the following non-singular second order initial value problem
u”(x) = xsinh (lu (x)) =0, (22)
X

with boundary conditions

u(0) =0, u’(0)=1. (23)

Now, using the transformation Z—u = z(x), the non-singular initial value problem (22, 23)
X

can be converted to the following system of differential equations

du

[ Z X s

I (x)

% =—X sinhl(u(x)),
dx X

with  u(0) =0, z(0)=1.
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The above system of differential equations can be written as the following system of

integral equations with Lagrange multipliers 4, =1, i=1,2.
() = [z (0,
0

) =1+ I_ xsinh (™ (0)dx,
X
0

Consequently, we obtain the following approximants

{u(o) (x)=0,

79(x) =1,

{u(l) (x)=nx,

V() =1,
u? (x) = x,
2
2) e _1 3
z27(x)=1- X,
) 12e
2
u® (x =x—e — X,
) 12e
2_ 4_
Z(3)(x)=1—e 1x3—e 21x5,
12e 96e
u(4)(x):x_62—1x3+e4_1x5
12e 480¢*
2 4 6 2 A4
2(4)()6):1—6 1x3_e 21x5—7 2e” +3e 336 2 X0
12e 96¢ 30240e

e’ =1 5, e* =1 § 2e+3e*-3e*-2 ,
X+ > X = 3 X
12e 480 ¢ 30240 e
2 _ 4 _ 6 2 a4 _ 8 _ 6 2 _
e’ -1 5 e 1x5_7[2e +3e” = 3e 2]x6+9(6le 104 e +104 ¢ 61}63,

u®(x)=x-

(5)
z77(x)=1- x° -
30240 ¢° 26127360 e*

The series solution is given by

e’+1 5, e'—=1 5 2e°+3e*=3e*—2 , 6le® —104e® +104e” —-61
- + x” +

u(x)=x-— X+ > X 3 X 1
12¢ 480 30240 e 26127360 e

and consequently,
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e’+1 , e*—1 , 2e°+3e*—3¢* -2 . 6le® —104e® +104e*> —61 |
X"+ 2 X — 3 X + 2 X +
12¢ 480¢ 30240¢ 26127360¢

y(x)=1-

Example 4.4 Consider the following nonlinear singular initial value problem

y'(x) + % Y (x)=6y(x) = 4y(x)In y(x) (24)

with initial conditions

y(0)=1, y'(0)=0 (25)
Using the transformation u(x) = x y(x), the singular initial value problem (24, 25) can be
converted to
the following non-singular second order initial value problem

u —6u(x)= 4){&) ln[w}

X X (26)
with initial conditions
u(0) =0, u'(0)=1. (27)
Now, using the transformation Z—u = z(x), the non singular initial value problem (26, 27)
X
can be

converted to the following system of differential equations

du
E - Z()C),

% = 6u(x)+4u(X)lnlu(x)'
dx X

The above system of differential equations can be written as the following system of

integral equations with Lagrange multipliers 4, =1, i=1,2.
w0 = [ 2 0,
0
2V =1+ j (6u(k)(t) +4u™ (1) lnlu(k)(t)j dt.
t
0
Proceeding as above, the series solution is given as

u(x) = PRI T I R +ixn+"',
2! 3! 41 5!
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and consequently,
y(x) = UL N I U
200 31 41 5

The solution in a closed form is given by
) = et

Example 4.5 Consider the white-dwarf equation
” 2 ’ 2 32 _
yHoy+Gr =07 =0,

with boundary conditions
y(0)=1, Y (0)=0.

Using the transformation, u(x)=x y(x), the above problem can be re-formulated as
u”(x)+ x(—Z—C ] =0.
X

Applying the convex homotopy
3
X X 1 A
u, + pu, + p’u, +-~-=1—le .[ (x[—z(uo +pu, + p’u, +~-~)2 —Cj }dxdx.
00 X

Comparing the coefficients of like powers of p

P iy (x) = x,
M . _ 1 32 3
p .ul(x)—x—g(C—l) x’,
p? u (x)=x—1(0—1)3/2x3 +i(C—1)2x4
o 6 40 ’
(3) 1 32 3 1 2 4 1 52 7
PV iuy(x)=x——(C-D"x +—(C-1)"x"—=(C-D)+14)(C-1)""x",
6 40 7!
(CORN 1 32 .3 1 2 4 1 52 7
P iu,(x)=x——=(C-D"x"+—(C-1)"x —=0B(C-D+14)(C-1)"x
6 40 7!
+ ﬁ(339(€ —1)+280)(C -1’ x°,
The series solution is given as

_ _l _ 32 .3 L _ 2 4_l _ _1\52 7 L _ _ 3.9
u(x)=x 6(C D2 x +4O(c Dix 7!(5(c D+14)C-D¥x +3.9!(339(C D+280)(C—-1°x” +---,

and using the inverse transformation, the required solution is given by
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y(x)=1—l(C—1)3/2x2+L(C—1)2x4 (5(c D) +14)(C -1)"* x° ﬁ(339(€—1)+280)(€—1)3x8

(1425(C 12 +11436 (C = 1)+ 4256 )(C-1)"* x" +

Example 4.6 Consider the following generalized Lane-Emden equation
” n , m
yV+—y+y"=0, nz=20,
x

with initial conditions
y(0) =1, y'(0) =

Using the transformation, u(x)=x y(x), the above problem can be re-formulated as

2ju'(x)+(£j =0.
X X
Applying the convex homotopy

Uy + ity + Pty +---=1- pj j [( ju0+p +-- )+(i(u0+pu1+p2u2+---)j jdxdx

0

” n—
u (X)+(l+

Comparing the coefficients of like powers of p
)

P tuy(x)=x,
PP iu (x)=x- ! x
! 2(n+1)
p(Z):u( ):)C— 1 x3 m xS
2n+1)" 8(n+1)n+3)"
2_
P iy (x) = x— 1 3 m LN (2n+4)r2n (n+3)m <
2n+1)" 8(n+1)n+3)"  48(n+1)’(n+3)n+5)
2_
JRU N . m s Qn+d)m® —(n+3m

2+l 8(n+1)(n+3) rr 48(n+1) (n+3)(n+5)

(6n +32n+34)m* — (97n +46n + 630m) +(2n* +16n+30) .
384(n+ 1)’ (n+3)(n+5)n+17)

The series solution is given by
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1 R m s @Cn+d)m®-m+3dm
- X X+ 2 X
2n+1)" 8(n+1)n+3) 48(n+1)*(n+3)(n +5)
L (6n° 320+ 34)m’ — (970> +46n+630m) + (2n> + 161+ 30) o
384 (n+1)°(n+3)(n+5)(n+7)

u(x)=x

and the inverse transformation will yield
2 —_—
Lo, m S (2n+4)12n (n+3)m
2n+1)"  8n+1)n+3)"  48(n+1)(n+3)n+5)

(6n +32n+34)m* — (97n +46n+ 630m) +(2n* +16n +30) O
384+ 1)’ (n+3)(n+5)n+17)

y(x)=1-

For a fixed n=0 and m=0,1,2, we obtain the following solutions respectively:

1
x)=1——x2,
y(x) 5
y(x) = cosx,
1, 1 N 1
X)=l-—x"+—x" ——x"+—x* +-
e 2 12 72 504

where x=0 is just an ordinary point. Similarly, for fixed n=0.5 and m=0,1,2, we get

the following solutions respectively:

L
x)=1-—x",
y(x) 3

y(x)=1—lx2+ix4— ! x®+ ! x®
3 42 1386 83160

y(x)—l—lx +1 - 13 X+ 23 X+
3 21 2079 31185

b

Finally for n=1 and m=0,1,2, we obtain the following solutions respectively:

1,
x)=1—-—x",
y(x) 2

1 1
y(x)=1—lx2+ix4— X+ x®
4 64 2304 147456

2

y(x):1—1x2+ix4— ! x° + 13 x® +
4 32 288 36864
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5. Conclusion In this paper, we applied variational iteration and homotopy

perturbation methods coupled with a very useful transformation for solving second-order

singular initial value problems and Lane-Emden equations. The proposed algorithms

proved to be very effective and convenient. Numerical results show the complete

reliability of the suggested iterative schemes.
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