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ABSTRACT. Singularly perturbed second order differential-difference equations are well studied

via asymptotic analysis by Lang and Miura [Singular perturbation analysis of boundary value prob-

lems for differential-difference equations, SIAM Journal on Applied Mathematics 42 (3) (1982),

502–531; Singular perturbation analysis of boundary-value problems for differential-difference equa-

tions. V. mall shifts with layer behaviour, SIAM Journal on Applied Mathematics 54 (1) (1994),

249–272; Singular perturbation analysis of boundary-value problems for differential-difference equa-

tions. VI. Small shifts with rapid oscillations, SIAM Journal on Applied Mathematics 54 (1) (1994),

]. Various attempts are made in the past to solve these problems numerically by making use

of the Taylor series expansions of the delay terms which in turn imply that one is solving an approx-

imate differential model rather than the original one. In this paper, we proposed a fitted numerical

method which solves the original differential-difference equation directly. The proposed method is

analyzed for convergence. Some numerical examples illustrating the theoretical observations are also

presented.
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1. Introduction

Boundary value problems (BVPs) of second order delay differential-difference

equations (DDEs) model many biological systems. According to Lange and Miura

[8], BVPs involving DDE are satisfied by the moments of the time of first exit [18]

of temporally homogeneous Markov processes [14] governing such phenomena as the

time between impulses of a nerve cell and the persistence times of populations with

large random fluctuations.

Lange and Miura [11] stated that the determination of the expected time for the

generation of action potentials in nerve cells (see, e.g., [1, 19]) by random synaptic

inputs in the dendrites can be modelled as a first-exit time problem. They stated that
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under particular circumstances the problem for the expected first exit-time y, given

the initial membrane potential x ∈ [x1, x2], can be formulated as a general boundary-

value problem for a second order differential-difference equation of the form

(1.1)
σ2

2

d2y

dx2
+ (µ − x)

dy

dx
+ λEy(x + aE) + λIy(x − aI) − (λE + λI)y(x) = −1,

where the values x = x1 and x = x2 correspond to the inhibitory reversal potential

and to the threshold value of the membrane potential for action potential generation,

respectively. The first order term −xy′ corresponds to exponential decay between

synaptic inputs whereas the undifferentiated terms correspond to excitatory and in-

hibitory synaptic inputs modelled as Poisson processes [7] with mean rates λE and

λI , respectively, and produce jumps in the membrane potential of amounts aE and

−aI , which are small quantities and could depend on voltage.

The above general singularly perturbed second order boundary value problem is

considered by Lange and Miura in [11] and studied further by Kadalbajoo et al. in [6]

and some of the references listed in [6]. Other relevant works include [8, 9, 10, 12].

The biological model stated by Lange and Miura in [11] leads us to consider a

BVP for a singularly perturbed second order differential-difference equation [11]

ε
d2y

dx2
+ a(x)y(x − δ) + b(x)y(x) = f(x), x ∈ [0, 1],(1.2)

y(θ) = ϕ(θ), θ ∈ [−δ, 0],(1.3)

y(1) = γ,(1.4)

where γ is a real constant, 0 < ε ≤ 1 is the singular perturbation parameter, the

functions a(x), b(x) and f(x) are sufficiently smooth and the initial function ϕ(x) is

continuous.

If the shift parameter δ in (1.2) is taken to be zero (i.e., the case of no shift),

then the solution of the resulting non-delayed problem can exhibit either a left or a

right boundary layer depending on whether the function a(x) is positive or negative

in the interval [0, 1]. For very small values of the shift δ > 0, the solution profile can

still maintain the existing boundary layer. Once the shift parameter start increasing,

small oscillations start appearing in the boundary layer region. After some stage when

these oscillations grow, the boundary layer is completely destroyed and oscillations

dominate throughout the region. This particular feature makes this problem more

interesting because the such change in the overall dynamics can not be resolved by

many fitted mesh methods. We overcome this difficulty by using a fitted operator

method instead.

Lange and Miura [11] reduced the DDE (1.2) into a system of ODEs of the form

εy′′

n(x) + a(x)y′

n(x) + b(x)yn(x) = f(x) + a(x)(y′

n−1(x) − y′

n−1(x − δ))
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and used an iterative algorithm to solve the resulting problem. Their simulations

show both boundary layer behaviour (for small shifts) and oscillatory dynamics (for

large shifts).

Patidar and Sharma [16] considered problem (1.2) with small shifts. They used

a two term Taylor expansion to approximate problem (1.2) through a non-delayed

singularly perturbed second order differential equation. They separated the cases of

left and right boundary layers and constructed ε-uniformly convergent fitted operator

finite difference methods for solving the approximate problem.

Rather than solving an approximate problem (the one obtained by using Taylor

expansions) as in Patidar and Sharma [16], here we develop a numerical method that

can solve the problem (1.2)–(1.4) directly.

The rest of this paper is organized as follows. In Section 2, we discuss some of

the qualitative properties of the solution of (1.2)–(1.4). The fitted operator finite

difference method is constructed in Section 3. In Section 4, we analyze this method.

Numerical examples are presented in Section 5. Finally, in Section 6, we discuss these

numerical results.

2. Qualitative behaviour of the solution

In this section, we review the qualitative behaviour of the solution of (1.2)–(1.4)

based on the work found in [11].

If the shift δ is taken to be zero in (1.2)–(1.4), then the resulting ordinary dif-

ferential equation will have either a boundary layer at the left side (x = 0) or a

boundary layer at the right side (x = 1), depending on whether a(x) > 0 or a(x) < 0,

respectively.

Letting the delay parameter δ taking very small values will not affect the bound-

ary layer initially. Then increasing the value of δ leads to the appearance of oscillations

within the boundary layer without destroying its structure. Increasing the value of δ

further, oscillations (starting from the layer side) begin to dominate until the bound-

ary layer is destroyed completely and they simultaneously move towards the other

end. These features have been shown via some figures in [11]. Their simulations

indicate how significant effects of the delay on the first order derivative.

Some notable observations from [11] is as follows:

1. In the case of no delay (i.e., when δ = 0) with a(x) > 0, there is a boundary

layer at x = 0, and the outer solution is given by

y(x) = γe
R

1

x
b(t)/a(t)dt + O(ε).

The analytical solution in this case is then given by

y(x) = Γ + (φ(0) − Γ)e−a(0)x/ε + O(ε),



220 E. B. M. BASHIER AND K. C. PATIDAR

where Γ = γe
R

1

x
b(t)/a(t)dt.

2. For δ = τε where τ is a positive parameter of O(1), they assumed an outer

solution of the form

y(x) =

∞∑

j=0

yj(x)εj,

as ε → 0, where y0 satisfies the reduced problem obtained by setting ε = 0, with

boundary condition y0(1) = γ, whereas the functions yj(x), j = 1, 2, . . . satisfy

equations of the form

εy′′

j (x) + a(x)y′(x − δ) + b(x)y(x) = a(x)

j∑

k=1

(−1)k τk

k!
y

(k+1)
j−k (x) − y′′(x),

with boundary conditions

yj(1) = 0.

Using the change in the variables x̃ = x/ε and ỹ(x̃) = y(εx), the solution of the

transformed problem

ỹ′′ + a(εx̃)ỹ′(x̃ − τ) + εb(εx̃)ỹ(x̃) = 0, 0 ≤ x̃ ≤ ∞,

can be written as

ỹ(x̃) =
∞∑

j=1

ỹj(x̃)εj,

where the smooth component ỹ0(x̃) satisfies the problem

ỹ0
′′(x̃) + ỹ0

′(x̃ − τ) = 0, ỹ0(x̃) = 1 on [−τ, 0].

Integrating the above, we obtain

ỹ′(x̃) + ỹ(x̃ − τ) = ỹ′(0) + 1 = Γ,

assuming that a(0) = 1.

The solution of the above problem is obtained by first applying the Laplace

transformation to both sides of the above problem, which yields

Ỹ0(s) =
1

s
+

Γ − 1

s(s + e−τs)

and then one uses the inverse Laplace transform.

The transformed problem has infinite number of poles. One of the poles is

s = 0 and the other poles are obtained by finding the roots of

P (s, τ) = s + e−sτ = 0.

The results about the poles of P (s, τ) are summarized as follows,

(a) For τ ∈ (0, e−1), there are two distinct real roots s0 ∈ (−∞,−e) and s1 ∈

(−e,−1). When τ → 0+, then s0 → −∞ and s1 → −1, whereas when

τ > 0, all the other roots occur in complex conjugate pairs with Re(sn) ≈

(1/τ) ln (2τ/(4n − 3)π) as n → ∞.
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(b) For τ = e−1, the two negative roots coalesce at s1 = −e.

(c) For τ > e−1, the roots split into complex conjugate pairs, and at τ = π/2,

Re(s1) = 0.

(d) For τ > π/2, s1 and s̄1 cross the imaginary axis to the right half plane.

Then the solution obtained by the inversion of Ỹ0(s) is given by

ỹ0(x̃) = Γ + c0e
s0ex + c1e

s1ex +
∞∑

n=2

(cne
snex + c̄ne

snex),

where

cn =
Γ − 1

sn(1 + τsn)
, n = 0, 1, . . . .

From the natures of the poles of the transformed problem, Lange and Miura

[11] concluded that

(a) for τ ∈ (0, e−1), the roots s0 and s1 are real and distinct, and

ỹ0(x̃) ≈ Γ + c0e
s0ex + c1e

s1ex, x̃ → ∞, ε → 0,

is an accurate numerical approximation for the boundary layer solution ỹ(x̃).

(b) for τ > e−1, s0 and s1 are complex conjugates, and c0 and s0 are replaced

by c̄1 and s̄1.

(c) the leading order layer solution neither depends on the function b(x) nor on

the function f(x), except through Γ.

The qualitative information described above will be useful for verification of the nu-

merical results that we obtain by the fitted method presented in next section.

3. Construction of the numerical method

In this section, we design a fitted numerical method to solve the problem (1.2)–

(1.4).

To begin with, we partition the interval [0, 1] through the points

x0 = 0 < x1 < · · · < xN = 1,

where N is a positive integer and xm+1 − xm = h = 1/N for m = 0, . . . , N − 1.

The value of N is chosen in such a way that δ = sh for some positive integer s.

This will make it possible for the shift parameter δ to coincide with the grid point

xs. This is in line with most of the works seen in the literature (see, e.g., [2, 3, 17])

for this kind of problems where either the length of the interval is considered as the

multiple of the delay parameter or both the interval length and the delay are integer

multiples of the step-size h.
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Using the theory of difference equations (see, e.g., [13, 15]), the appropriate

denominator function (φ2
m) in the discretization of (1.2)–(1.4) can be considered as

(3.1) φ2
m =





hε
am

(
e

ham

ε − 1
)

, if am < 0,

hε
am

(
1 − e−

ham

ε

)
, if am > 0,

4
ρ2

m

sinh2 ρmh
2

, if am = 0 and bm > 0,

4
ρ2

m

sin2 ρmh
2

, if am = 0 and bm < 0,

where

ρm =

√
bm

ε
.

At the grid points xm, the second order derivative term in the equation (1.2) is

approximated as
d2y

dx2

∣∣∣∣
x=xm

≈
ym+1 − 2ym + ym−1

φ2
m

.

Similarly, the first order term involving delay is approximated at xm − δ as

dy

dx

∣∣∣∣
x=xm−δ

≈
y(xm+1 − δ) − y(xm − δ)

h
.

Using the above approximations, we obtain the following difference method for

(1.2):

(3.2) ε
ym+1 − 2ym + ym−1

φ2
m

+ am
y(xm+1 − δ) − y(xm − δ)

h
+ bmym = fm,

m = 1, . . . , N − 1.

Equation (3.2) can be further simplified to

(3.3)
ε

φ2
m

ym−1 +

(
bm −

2ε

φ2
m

)
ym +

ε

φ2
m

ym+1 +
am

h
y(xm+1 −xs)−

am

h
y(xm−xs) = fm,

m = 1, . . . , N − 1

For m ≤ s, the delayed term y(xm − δ) is evaluated from the history function as

y(xm − δ) = ϕ(xm − δ) = ϕ(xm − xs),

and therefore, equation (3.3) becomes

(3.4)
ε

φ2
m

ym−1 +

(
bm −

2ε

φ2
m

)
ym +

ε

φ2
m

ym+1 = fm−
am

h
ϕ(xm+1−xs)−

am

h
ϕ(xm−xs),

when m < s, whereas when m = s, we have

(3.5)
ε

φ2
s

ys−1 +

(
bs −

2ε

φ2
s

)
ys +

ε

φ2
s

ys+1 +
as+1

h
y1 = fs −

as

h
ϕ(0).

For m = s + 1, . . . , N − 1, equation (3.3) takes the form

(3.6)
ε

φ2
m

ym−1 +

(
bm −

2ε

φ2
m

)
ym +

ε

φ2
m

ym+1 +
am

h
y(xm+1−s) −

am

h
y(xm−s) = f(xm).
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Our fitted operator finite difference method consists of equation (3.3) along with

the initial data (1.3) and the boundary condition (1.4).

Combining (3.4), (3.5) and (3.6), we obtain a linear system

AY = F,

where A is the (N − 1) × (N − 1) matrix

Aj,k =





− 2ε
φ2

m

+ bm, if j = k = m, m = 1, . . . , N − 1
ε

φ2

m−1

if j = m − 1, k = m, m = 2, . . . , N − 1

ε
φ2

m

, if j = m, k = m − 1, m = 2, . . . , N − 1
as

h
, if j = s and k = 1

−am

h
, if j = m − s, k = m, m > s

am

h
, if j = m − s + 1, k = m, m > s

0, otherwise.

The N − 1 entries of the right hand side vector F are given by

Fm =






f(x1) −
ε
φ2

1

y(x0) −
a1

h
(ϕ(x2 − δ) − ϕ(x1 − δ)), if m = 1,

fm − am

h
(ϕ(xm+1 − δ) − ϕ(xm − δ)) if 1 < m < s,

fs + as

h
y0, if m = s,

fm, if s < m < N − 1,

fN−1 −
ε

φ2

N−1

γ, if m = N − 1,

and Y denotes the vector [y1, . . . , yN−1]
T of unknowns.

4. Analysis of the numerical method

In this section, we analyze the proposed fitted method. We will consider the

case of large delays that are sufficient to destroy the boundary layer. In this case,

highly oscillatory solutions will be obtained. Therefore, we assume that the solution

function y(x) and its derivatives up to order three are bounded by a constant C,

which is independent of ε. On the other hand, the cases of the small delays have

already been analyzed by other researchers in the past, see, e.g., [6], where due to the

smallness of the delay, the differential equation (obtained via Taylor approximations)

was still a very good approximation of the problem (1.2)–(1.4).

Convergence of the method: The local truncation error of the method at x = xm

is given by

LTE = ε

(
y′′(xm) −

y(xm+1) − 2y(xm) + y(xm−1)

φ2
m

)

+ am

(
y′(xm − δ) −

y(xm+1 − δ) − y(xm − δ)

h

)
,(4.1)
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which implies that

|LTE| ≤ ε

∣∣∣∣y
′′(xm) −

y(xm + h) − 2y(xm) + y(xm − h)

φ2
m

∣∣∣∣

+ |am|

∣∣∣∣y
′(xm − δ) −

y(xm+1 − δ) − y(xm − δ)

h

∣∣∣∣ .(4.2)

The first term on the right hand side of the inequality (4.2) can be replaced by

ε

(
y′′(xm) −

y(xm+1) − 2y(xm) + y(xm−1)

h2

)

+ ε

(
y(xm+1) − 2y(xm) + y(xm−1)

h2
−

y(xm+1) − 2y(xm) + y(xm−1)

φ2
m

)
.(4.3)

This gives

ε

∣∣∣∣y
′′(xm) −

y(xm+1) − 2y(xm) + y(xm−1)

h2

∣∣∣∣ = O(h2) → 0 as h → 0

Now, by expanding φ2
m, we see that

ε

∣∣∣∣
y(xm+1) − 2y(xm) + y(xm−1)

h2
−

y(xm+1) − 2y(xm) + y(xm−1)

φ2
m

∣∣∣∣

≤
εO(h

ε
)

1 + O(h
ε
)
→ 0 as h → 0,

provided that h ≤ Cδ, where C ∈ (0, 1] is a constant.

The second term on the right hand side of the inequality (4.2) satisfies

|am|

∣∣∣∣y
′(xm − δ) −

y(xm+1 − δ) − y(xm − δ)

h

∣∣∣∣ ≤ |am|O(h) → 0 as h → 0.

Hence, the LTE is O(h) and it tends to zero as h → 0, which proves that the

method is convergent of order 1.

Remark 4.1. In order to accommodate all the delays, it is reasonable to take the

step-size of the magnitude of δ. Hence, the condition h ≤ Cδ for the convergence is

logically very appropriate.

Stability of the method: We would like to determine the conditions on the step-

size h, under which the proposed fitted method is stable. The stability of our method

depends on the eigenvalues of the matrix A denoted by λm, m = 1, . . . , N − 1. If for

all m = 1, . . . , N − 1, the eigenvalues of A−1 denoted by λ−1
m satisfy

|λ−1
m | < 1,

then the method will be stable.

We make use of the Gershgorin’s disk theorem [5], which states that each eigen-

value λm of the matrix A should lie in a Gershgorin’s disk (denoted by Dm), which is

centered at bm − 2ε/φ2
m and has a radius equals to the magnitude of the summation
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of the non-diagonal elements in row m. Our strategy here is to consider each Gersh-

gorin’s disk Dm, and let the whole disk lies in (−∞,−1) one time and lies in (1,∞)

another time and for each of the two cases we determine the range for the step-size h

which allow the disk to lie in the corresponding region. This is done by allowing both

the left and right bounds of the disk to lie together either in (−∞,−1) or in (1,∞).

For m = 1, . . . , s− 1, each Gershgorin’s disk is centered at bm − 2ε/φ2
m and have

a radius 2ε/φ2
m, that is

Dm =

[
bm −

4ε

φ2
m

, bm

]
.

Then, |λ−1
m | < 1 if |λm| > 1 and this will happen only if both the limits of Dm are

either below −1 or both are above 1.

If we solve the two inequalities

bm < −1

and

bm −
4ε

φ2
m

< −1,

we obtain

h <
ε

am
W

(
4a2

m

bm + 1

)
, for am > 0

and

h <
2a2

m

bm + 1
, for am < 0,

where W (x) denotes the Lambert W function evaluated at x.

On the other hand, if we solve the two inequalities

bm > 1

and

bm −
4ε

φ2
m

> 1,

we obtain

h <
ε

am
W

(
4a2

m

bm − 1

)
, for am > 0

and

h <
2a2

m

bm − 1
, for am < 0.

The Gershgorin’s disk Ds is given by

Ds =

[
bs −

4ε

φ2
m

−
as+1

h
, bm +

as+1

h

]

and again |λs| > 1 only if both the limits of Ds are below −1 or both are above 1.

The solution of the inequalities

bs −
4ε

φ2
m

−
as+1

h
< −1
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and

bm +
as+1

h
< −1,

leads to

h <
ε

as
W

(
4a2

s

bs + 1

)
, for as > 0

and

h <
2a2

s

bs + 1
, for as < 0,

whereas the solution of the inequalities

bs −
4ε

φ2
m

−
as+1

h
> 1

and

bm +
as+1

h
> 1,

leads to

h <
ε

as

W

(
4a2

s

bs − 1

)
, for as > 0

and

h <
2a2

s

bs − 1
, for as < 0.

Similarly, for m = s + 1, . . . , N − 1, the Gershgorin’s disks are given by

Dm =

[
bm −

4ε

φ2
m

−
(am+1

h
−

am

h

)
, bm +

(am+1

h
−

am

h

)]
,

and the eigenvalues λm in this case satisfy |λm| > 1 only if both the limits of Dm are

below −1 or both are above 1.

By solving the inequalities

bm −
4ε

φ2
m

−
(am+1

h
−

am

h

)
< −1

and

bm +
(am+1

h
−

am

h

)
< −1,

we obtain

h <
ε

am
W

(
4a2

m

bm + 1

)
, for am > 0

and

h <
2a2

m

bm + 1
, for am < 0.

On the other hand, if we solve the two inequalities

bm −
4ε

φ2
m

−
(am+1

h
−

am

h

)
> 1

and

bm +
(am+1

h
−

am

h

)
> 1,
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we obtain

h <
ε

am

W

(
4a2

m

bm − 1

)
, for am > 0

and

h <
2a2

m

bm − 1
, for am < 0.

The above condition on h guarantee the stability of the method. It should be noted

that due to the nature of the coefficients, none of the above conditions seem to be

severe.

5. Numerical results

Example 5.1 ([11]). We consider (1.2)–(1.4) with a(x) = b(x) = ϕ(x) = γ = 1,

f(x) = 0.

Example 5.2 ([11]). We consider (1.2)–(1.4) with ϕ(x) = 1, a(x) = b(x) = γ = −1

and f(x) = 0.

In Figure 1, we plot the solutions for Example 5.1 corresponding to different values

of the delay. These plots show different dynamics: left boundary layers, oscillations

on the layer side and movement of the oscillations to the other side. In Figure 2, we

plot the solutions for Example 5.2 for different values of δ. These plots also show

different behaviour for the solution of the system, including smooth and oscillatory

behaviour. These numerical results confirm the observations made earlier about the

qualitative behaviour of the solution.

In tables 1, 3 and 2, 4 we tabulate maximum errors and convergence rates cor-

responding to examples 5.1 and 5.2, respectively. We see from these results that the

proposed method produces parameter uniform numerical results and is first order

convergent. This agrees with the theoretical rate of convergence as discussed in Sec-

tion 4. From tables 1 and 2, we see that the numerical method is convergent with

O(h), which does agree with the convergence analysis in Section 4. In tables 5-8,

we show the errors and convergence rates, obtained by fixing the parameter ǫ to the

value 0.05 and varying δ in the range [0.02, 0.2], for examples 5.1 and 5.2. We again

see that the performance of the method is unaffected.

6. Concluding remarks

In this paper, we developed a fitted numerical method for solving a second order

delay differential equation with a delay involved in the first order derivative term.

The method is shown to be stable and convergent.

By applying the fitted method to Example 5.1, we noticed that for very small

values of the delay δ (up to δ = 0.5ε), the left boundary layer is maintained. When the
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Figure 1. Solutions for Example 5.1, with a(x) = b(x) = ϕ(x) = γ =

1 and f(x) = 0.

delay is more than 0.5ε but remains below δ = 1.1ε, oscillations within the boundary

layer region are seen while the layer structure is still being maintained. For delays

that are greater than 1.1ε, the oscillations begin to dominate in the boundary layer

region and the shape of the boundary layer is completely destroyed when the value

of the delay parameter reaches 1.5ε. At around δ = 1.6ε the oscillations profile is
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Figure 2. Solutions for Example 5.2, ϕ(x) = 1, a(x) = b(x) = γ = −1

and f(x) = 0.

same on the left and right sides. After that the oscillations become weaker on the

left side than on the right side and their magnitudes on the right side grow rapidly

by increasing the value of the delay. The profile remains like that for the rest of the

values of the delay. It should be noted that the results which we obtain by our fitted

numerical method for this example agree with those found in [11].
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Table 1. Maximum errors (using double mesh principle [4]) for Ex-

ample 5.1; δ = 0.05.

ε n = 8 n = 16 n = 32 n = 64 n = 128 n = 256

10−1 1.548× 10−2 8.380 × 10−3 4.298 × 10−3 2.176× 10−3 1.094× 10−3 5.484 × 10−4

10−3 9.071× 10−3 4.778 × 10−3 2.450 × 10−3 1.239× 10−3 6.229× 10−4 3.123 × 10−4

10−5 9.032× 10−3 4.757 × 10−3 2.440 × 10−3 1.234× 10−3 6.202× 10−4 3.109 × 10−4

10−7 9.032× 10−3 4.757 × 10−3 2.440 × 10−3 1.234× 10−3 6.201× 10−4 3.109 × 10−4

10−9 9.032× 10−3 4.757 × 10−3 2.440 × 10−3 1.234× 10−3 6.201× 10−4 3.109 × 10−4

10−11 9.032× 10−3 4.757 × 10−3 2.440 × 10−3 1.234× 10−3 6.201× 10−4 3.109 × 10−4

10−13 9.032× 10−3 4.757 × 10−3 2.440 × 10−3 1.234× 10−3 6.201× 10−4 3.109 × 10−4

10−15 9.032× 10−3 4.757 × 10−3 2.440 × 10−3 1.234× 10−3 6.201× 10−4 3.109 × 10−4

Table 2. Convergence rates rk of the numerical method for Example

5.1 for nk = 8 × 2k, k = 1(1)5; δ = 0.05.

ε r1 r2 r3 r4 r5

10−1 0.96 0.98 0.99 1.00 1.00

10−3 0.96 0.98 0.99 1.00 1.00

10−5 0.96 0.98 0.99 1.00 1.00

10−7 0.96 0.98 0.99 1.00 1.00

10−9 0.96 0.98 0.99 1.00 1.00

10−11 0.96 0.98 0.99 1.00 1.00

10−13 0.96 0.98 0.99 1.00 1.00

10−15 0.96 0.98 0.99 1.00 1.00

Table 3. Maximum errors (using double mesh principle [4]) for Ex-

ample 5.2; δ = 0.05.

ε n = 8 n = 16 n = 32 n = 64 n = 128 n = 256

10−1 3.445× 10−2 1.884 × 10−2 9.853 × 10−3 5.041× 10−3 2.550× 10−3 1.282 × 10−3

10−3 5.301× 10−2 2.972 × 10−2 1.580 × 10−2 8.144× 10−3 4.136× 10−3 2.084 × 10−3

10−5 5.328× 10−2 2.988 × 10−2 1.589 × 10−2 8.192× 10−3 4.160× 10−3 2.097 × 10−3

10−7 5.329× 10−2 2.989 × 10−2 1.589 × 10−2 8.192× 10−3 4.161× 10−3 2.097 × 10−3

10−9 5.329× 10−2 2.989 × 10−2 1.589 × 10−2 8.192× 10−3 4.161× 10−3 2.097 × 10−3

10−11 5.329× 10−2 2.989 × 10−2 1.589 × 10−2 8.192× 10−3 4.161× 10−3 2.097 × 10−3

10−13 5.329× 10−2 2.989 × 10−2 1.589 × 10−2 8.192× 10−3 4.161× 10−3 2.097 × 10−3

10−15 5.329× 10−2 2.989 × 10−2 1.589 × 10−2 8.192× 10−3 4.161× 10−3 2.097 × 10−3

The solutions for Example 5.2 are explained in Figure 2. Again we see the

movement from very smooth profiles corresponding to very small delays to oscillatory

profile with small oscillations to oscillatory dynamics.

Tables 1, 3, 2 and 4 show that the order of convergence for the proposed numerical

method is O(h) and this agrees with the convergence analysis discussed in Section 4.
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Table 4. Convergence rates rk of the numerical method for Example

5.2 for nk = 8 × 2k, k = 1(1)5; δ = 0.05.

ε r1 r2 r3 r4 r5

10−1 0.94 0.97 0.98 0.99 1.00

10−3 0.91 0.96 0.98 0.99 0.99

10−5 0.91 0.96 0.98 0.99 0.99

10−7 0.91 0.96 0.98 0.99 0.99

10−9 0.91 0.96 0.98 0.99 0.99

10−11 0.91 0.96 0.98 0.99 0.99

10−13 0.91 0.96 0.98 0.99 0.99

10−15 0.91 0.96 0.98 0.99 0.99

Table 5. Maximum errors (using double mesh principle [4]) for Ex-

ample 5.1; ǫ = 0.05.

δ h = δ/4 h = δ/8 h = δ/16 h = δ/32 h = δ/64 h = δ/128

0.2 2.207× 10−2 1.176 × 10−2 6.074 × 10−3 3.088 × 10−3 1.557× 10−3 7.817 × 10−4

0.18 2.121× 10−2 1.125 × 10−2 5.801 × 10−3 2.946 × 10−3 1.484× 10−3 7.451 × 10−4

0.16 2.068× 10−2 1.094 × 10−2 5.631 × 10−3 2.857 × 10−3 1.439× 10−3 7.222 × 10−4

0.14 2.043× 10−2 1.079 × 10−2 5.547 × 10−3 2.812 × 10−3 1.416× 10−3 7.106 × 10−4

0.12 1.902× 10−2 9.994 × 10−3 5.122 × 10−3 2.594 × 10−3 1.305× 10−3 6.546 × 10−4

0.10 1.716× 10−2 8.955 × 10−3 4.575 × 10−3 2.312 × 10−3 1.162× 10−3 5.828 × 10−4

0.08 1.535× 10−2 7.956 × 10−3 4.051 × 10−3 2.044 × 10−3 1.027× 10−3 5.147 × 10−4

0.06 1.284× 10−2 6.607 × 10−3 3.352 × 10−3 1.688 × 10−3 8.473× 10−4 4.244 × 10−4

0.04 9.894× 10−3 5.052 × 10−3 2.553 × 10−3 1.283 × 10−3 6.434× 10−4 3.221 × 10−4

0.02 5.733× 10−3 2.900 × 10−3 1.458 × 10−3 7.312 × 10−4 3.662× 10−4 1.832 × 10−4

Table 6. Convergence rates rk of the numerical method for Example

5.1 for h = δ/2k+1, k = 1(1)5; ǫ = 0.05.

δ r1 r2 r3 r4 r5

0.2 0.91 0.95 0.98 0.99 0.99

0.18 0.91 0.96 0.98 0.99 0.99

0.16 0.92 0.96 0.98 0.99 0.99

0.14 0.92 0.96 0.98 0.99 0.99

0.12 0.93 0.96 0.98 0.99 1.00

0.10 0.94 0.97 0.98 0.99 1.00

0.08 0.95 0.97 0.99 0.99 1.00

0.06 0.96 0.98 0.99 0.99 1.00

0.04 0.97 0.98 0.99 1.00 1.00

0.02 0.98 0.99 1.00 1.00 1.00

The condition that the step-size must be below the singular perturbation pa-

rameter looks very severe, but the fact that the delay and the singular perturbation

parameter are of similar order shows that this condition is reasonable. This is not
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Table 7. Maximum errors (using double mesh principle [4]) for Ex-

ample 5.2; ǫ = 0.05.

δ h = δ/4 h = δ/8 h = δ/16 h = δ/32 h = δ/64 h = δ/128

0.20 2.068× 10−2 1.094 × 10−2 5.631 × 10−3 2.857 × 10−3 1.439× 10−3 7.222 × 10−4

0.18 2.013× 10−2 1.062 × 10−2 5.459 × 10−3 2.767 × 10−3 1.393× 10−3 6.992 × 10−4

0.16 1.842× 10−2 9.664 × 10−3 4.951 × 10−3 2.506 × 10−3 1.261× 10−3 6.324 × 10−4

0.14 1.838× 10−2 9.641 × 10−3 4.936 × 10−3 2.497 × 10−3 1.256× 10−3 6.300 × 10−4

0.12 1.653× 10−2 8.607 × 10−3 4.393 × 10−3 2.219 × 10−3 1.115× 10−3 5.592 × 10−4

0.10 1.535× 10−2 7.956 × 10−3 4.051 × 10−3 2.044 × 10−3 1.027× 10−3 5.147 × 10−4

0.08 1.351× 10−2 6.967 × 10−3 3.538 × 10−3 1.783 × 10−3 8.949× 10−4 4.483 × 10−4

0.06 1.135× 10−2 5.815 × 10−3 2.944 × 10−3 1.481 × 10−3 7.430× 10−4 3.721 × 10−4

0.04 8.380× 10−3 4.264 × 10−3 2.151 × 10−3 1.080 × 10−3 5.412× 10−4 2.709 × 10−4

0.02 4.733× 10−3 2.389 × 10−3 1.200 × 10−3 6.015 × 10−4 3.011× 10−4 1.506 × 10−4

Table 8. Convergence rates rk of the numerical method for Example

5.2 for h = δ/2k+1, k = 1(1)5; ǫ = 0.05.

δ r1 r2 r3 r4 r5

0.20 0.92 0.96 0.98 0.99 0.99

0.18 0.92 0.96 0.98 0.99 0.99

0.16 0.93 0.96 0.98 0.99 1.00

0.14 0.93 0.97 0.98 0.99 1.00

0.12 0.94 0.97 0.99 0.99 1.00

0.10 0.95 0.97 0.99 0.99 1.00

0.08 0.96 0.98 0.99 0.99 1.00

0.06 0.96 0.98 0.99 1.00 1.00

0.04 0.97 0.99 0.99 1.00 1.00

0.02 0.99 0.99 1.00 1.00 1.00

surprising because even the MATLAB dde23 solver has been designed to include the

time delay δ, 2δ and 3δ on the mesh in order for dde23 not to avoid the step-sizes

smaller than or equal to δ.

Moreover, if we consider the first example, where ε = 0.01, a = b = 1 and

remembering that δ = O(ε), then the restriction on the step-size h which is computed

from the Lambert W function is h < 0.0393 which is absolutely reasonable.

The proposed approach is very simplistic in nature and hence we can easily extend

it to solve the higher order problems in this class.
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