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OPTIMAL CONTROL STRATEGIES TO ATTRACT STUDENTS

BETWEEN LOCAL COLLEGES
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ABSTRACT. In Orangeburg, South Carolina there are two prominent Historically Black Colleges

and Universities (HBCU), which are Claflin University and South Carolina State University. The

competition between the two colleges for attracting and retaining students has been a long time.

In this paper, we study and model the competition between two colleges, and discover the optimal

competition strategy for each competitor. According to the properties of this competition, a non-

cooperative Differential Game (DG) model is set up to study the effects of competition. The model

involves two competitors whose objectives are to maximize the enrollment over a finite period of

time. The constraints are the dynamics of the population of students. The controls of competitors

are activities to attract students. Compared with classical optimal control models, there are a finite

number of decision makers in DG models. The necessary optimality condition of optimal control

model is Pontryagin’s maximum principle. The solution of non-cooperative DG model is defined in

terms of Nash Equilibrium. We derive and analyze optimality conditions for Nash Equilibrium of

our model, and develop a numerical method to solve its optimality condition. Based on numerical

results, practical guidelines for those two colleges have been given.

AMS (MOS) Subject Classification. 35K60, 35K57

1. INTRODUCTION

A dynamical system was introduced which is a concept where a “fixed” rule

describes the amount of time of dependence of a point in a geometrical space. It

has a state given by a set of real numbers (or vector), represented by a point in a

respective state space. For a dynamic system which is continuous, x(t) is used to

represent the systems state at time t. Dynamics are used to describe the “changing”

of states. The evolution rule of the dynamical system is a fixed rule that describes

what future states follow from the current state. The rule is deterministic. In other

words, for a given time interval only one future state follows from the current state. In

most dynamic systems, differential or difference equations can be used to represent

various components and the interactions between them. This paper will consider

continuous dynamic system, and use ordinary differential equations to describe the

dynamics. In most dynamic systems, differential equations are used to represent
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various components and interactions between them. The theory of dynamics games

is concerned with multi-person decision making. The principal characteristic of a

dynamic game is that involves a dynamic decision process evolving in time (continuous

or discrete), with more than on decision maker, each with its own cost function

and possibly having access to different information. Dynamic game theory adopts

characteristics from game theory and optimal control theory, although it is much

more versatile than both.

Optimal control model plays an important role in the design of dynamic system.

This model consists of (1) an objective function, which usually is to maximize the

return or to minimize the cost of operation of physical, social, or economic processes,

or the state of the system x(t) to be at some point at some specific time; or use the

least time to move the system to some point; or use the smallest controls to move

the state x(t) to some point. (2) A constraint, which is usually a dynamics described

by ordinary differential equations, where state and control variables, and necessary

boundary conditions are imbedded. The optimal control model can be solved by the

Pontryagin Maximum Principle. This principle states a necessary condition that must

hold on an optimal trajectory. It is a powerful method for the computation of optimal

controls. It is used to find the best possible control for taking a dynamical system

from one state to another. The Principle is given by a system of Boundary Value

Problems (BVP) or Differential Algebraic Equations (DAE). Generally it is difficult

to solve BVP or DAE analytically, so numerical method is the best way to solve it.

The halcyon period of game theory began around the mid of 20th century. With

the pioneering work of John von Neumann and Oskar Morgenstern, this mathematics

tool became the central focus of the research efforts of the major military analysis

group. This theory was then developed extensively by many scholars. According

to the properties of decision variables, game models can be classified as discrete

and continuous games. Discrete game, which has a finite number of players, moves,

events, outcomes, etc, has was well developed by game theorists Reinhard Selten,

John Harsanyi, and John Forbes Nash. For discrete game model, existence of the

equilibrium has been developed [22], and Linear Programming has been used to solve

for its equilibrium. Investigation of Differential Game (DG) started from Rufus Isaacs

[21], which is motivated by military pursuit games in the early 1950’s. DG is a

dynamic game model in which the state and decision variables of the competitors

develop continuously in time. According to different assumptions about competitive

system, DG can be classified as different types of DG model. Following is one classical
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non-cooperative DG model:

(1.1)

optui
Ji =

∫ T

0
fi(x(t), u1(t), . . . , un(t), t)dt + hi(x(T )), i = 1, . . . , n

subject to



dx(t)
dt

= a(x(t), u1(t), . . . , un(t), t)

ui(t) ∈ Ω, t ∈ [0, T ]

b(x(t), u1(t), . . . , un(t), t) ≤ 0

ϕ(x(0), x(t)) ≤ b

In this model, all competitors’ decision variables are combined in the same dy-

namics, but each competitor tries to optimize his own objective function. The key

assumption for above model is that each competitor has the same full knowledge of

the dynamics, and knows the other competitors’ objective functions. The solution of

the above model is defined in terms of Nash Equilibrium.

Definition 1 Let U be the set of admissible controls. A set of control vectors

(u∗

1, u
∗

2, . . . , u
∗

N) with u∗

i ∈ U, i = 1, . . . , N , is defined as Nash Equilibrium if the set of

inequalities which is described by the set of inequalities 1.2 is satisfied for any control

ui ∈ U . The corresponding point (J1, . . . , JN) ∈ RN is called outcome of the game.

(1.2)





J1(u1, u
∗

2, . . . , u
∗

N) � J1(u
∗

1, u
∗

2, . . . , u
∗

N)
...

JN(u∗

1, u
∗

2, . . . , uN) � JN(u∗

1, u
∗

2, . . . , u
∗

N)

This set of inequalities implies if some competitor deviates from this equilibrium,

then his objective value will be hurt. The rigorous mathematical framework with

existence and optimality condition for Nash Equilibrium of non-cooperative DG is

due to Friedman [9], L. D. Berkovtiz [12], and W.H. Fleming [8]. The optimality

condition is Pontriagon type optimality condition, which is Differential Algebraic

Equation (DAE) or Boundary Value Problem (BVP), which is changeling to solve,

especially when the dimension of model is high. Most recent results based on solving

optimality condition for equilibrium of non-cooperative DG models include our first-

order algorithm based on steepest descent method with full discretization [15]; our

second-order algorithm based on Quasi-Newton method [14], [24]. This algorithm is

developed by using random perturbation technique to approximate Jacobian matrix

in its each iteration. This formalism is more efficient than multiple shooting methods

to solve DAE or BVP, and has been further developed by us to solve Stackelberg DG

models [16].

2. Modelling Background

In Orangeburg, SC, there exist two HBCUs, which are South Carolina State

University (SCSU) and Claflin University (CU). Since the major students of these two
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colleges are from South Carolina, we are able to regard these two schools in a closed

system, where they compete for students. The efforts of their attraction strategies are

their controls. The enrollment is the state of this system, which follows some ordinary

differential equations. Between those two colleges, there just exists pure competition,

and no collaborations. With these assumptions, how to optimally compete for this

resource can be considered as a zero-sum differential game. There are few research

papers that emphasize the concerns of applications of differential game theory to

the optimal management of attracting students. However, if we regard our students

as a replenishable natural resource, then we are able to establish the dynamics of

the system. The paper from Clark [6] is about how to optimally compete for some

natural resource (fish). He stated that the relative simplicity of his model stems from

its linearity in the control variable, which allows deducing the optimal policy feedback

form. He also makes note of the questionability of this linearity assumption due to

market imperfections in actual fish markets. Within his paper he studies the case of

duopoly in which the price depends on the total biomass harvested by both producers

being at the market. He analyzes a competitive open- and limited-access fishery by

means of the theory of n-person dynamic games. He calculates the non-cooperative

solution for the common property fishery model. The non-cooperative Nash solution

results in the long run dissipation of economic rents.

Gordon [10] shows for a static open-access fishery that, regardless of physical

constraints, the economic rents are inevitably dissipated. Clark [4] considers a firm

faced by pure competition (price-taking firm), i.e., the price that it can obtain for

the harvested biomass is independent of its output. Within his paper it provided a

generalization of the Gordon-Schafer fishery model. The main purpose of this paper

was to study the impact of different information structures (symmetric information

in the Nash case and asymmetric in the Stackelberg case) on the optimal duopolistic

exploitation.

In Raimo paper [20], a two-country differential game model of whaling is used for

analyzing a dynamic bargaining problem. At any given initial time, the two countries

may either continue on a non-cooperative of play characterized by an open loop

Nash equilibrium, or negotiate a bargaining solution which is defined as the Kalia-

Smorodinsky solution. The cooperative solution calls for a restraint in the whaling

efforts which leave a temptation to cheat for any player. His model shows how,

by announcing a credible threat, namely to make whaling an “open-access” fishery, a

country can eliminate this temptation to cheat and transform the cooperative solution

into an equilibrium.

Above all, those DG models in harvesting natural resource are solved by analyt-

ical method because of simplifications. This method will give out some qualitative
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properties about DG, but it will limit the applicability of DG model without ’exact’

results. This motivates us to develop numerical method for DG models.

3. Optimality Necessary Conditions

The non-cooperative DG model is given by Nash Equilibrium (1.2). In order

to solve for Nash Equilibrium, we will solve its optimality necessary condition. In

a noncooperative n-player DG models, assuming that players 2, 3, . . . , n players give

their optimal open-loop controls strategies u∗

2, . . . , u
∗

n, so player 1 has the following

problem:

(3.1)

Minu1
J1 =

∫ tf

t0
g1(x(t), u1(t), u

∗

2(t), . . . , u
∗

n(t), t)dt + h1(x(tf ))

subject to {
dx(t)

dt
= a(x(t), u1(t), u

∗

2(t), . . . , u
∗

n(t), t)

x(t0) = x0

Player 1’s Hamiltonian is

H1(x(t), u1(t), u
∗

2(t), . . . , u
∗

n(t), t) = g1(x(t), u1(t), u
∗

2(t), . . . ,

u∗

n(t), t) + λT
1 ȧ(x(t), u1(t), u

∗

2(t), . . . , u
∗

n(t), t)

According to the definition of Nash equilibrium, the optimal control for player 1

should make this Hamiltonian to satisfy:

H1(x
∗(t), u∗

1(t), u
∗

2(t), . . . , u
∗

n(t), t) ≤ H1(x
∗(t), u1(t), u

∗

2(t), . . . , u
∗

n(t), t)

where u1(t) belongs to admissible control set of player 1.Thus, the Pontryagin opti-

mality condition for player 1 is as follows:

(3.2)





dx∗(t)
dt

= ∂H1

∂p
(x∗(t), u∗

1(t), u
∗

2(t), . . . , u
∗

n(t), p
∗(t), t)

dp∗(t)
dt

= −∂H1

∂x
(x∗(t), u∗

1(t), u
∗

2(t), . . . , u
∗

n(t), p
∗(t), t)

0 = ∂H1

∂u1

(x∗(t), u∗

1(t), u
∗

2(t), . . . , u
∗

n(t), p
∗(t), t)

x ∗ (0) = x0, p∗(tf ) = ∂h1

∂x
(x∗(tf ), tf)

The status of each player is symmetric, so each player faces the same kind of

optimal control problem, so we will draw n necessary conditions for all players, and

in each necessary condition, there are n state, n co-state equations and n algebraic

equation for controls. By combing all necessary conditions we get n state equations,

n2 co-state equations and n algebraic equations, so we get n2 +2n equations. Further

if we could solve controls explicitly in terms of state and co-state variables, then we

will get a n2 + n Two Point-Boundary Value Problems.
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4. Modeling

Based on the models for fishery resources by Gordon [10], and Clark [6], we

develop a nonzero-sum DG between two historically black colleges and universities

(Claflin University and South Carolina State University), each having restricted rights

to recruit, advertise and exploit the stock of the renewable resource (students) in

competition with the other player. The following notation is used:

• i = 1, 2: Competitor i

• x(t): Population of students at time t

• G(x) = x(a − ln x): Gompertz law of population growth

• ui(t): Advertisement strategies to attract students to Claflin and SCSU, respec-

tively

• qi: Catchability coefficient for player i

• p: Price of tuition per student

• ci: Marginal cost of player i

• r: Discount rate

• w: Weight of different objectives

• v: The ideal quantity of enrollment after 5 years

In this paper, a nonlinear version of Clark’s model for two HBCU’s is developed.

One of major differences between our model and Clark’s is that we assume that the

quantities of students are fixed within the period of recruiting students to attend

the respective universities. Nonlinearity of dynamics comes from Gompertz law of

population growth and linear summation of controls on the population of students.

The main purpose of the model is to study the impact of different parameters of

the competitive system, which include payoffs, policies of the institutions of higher

learning, and qualities that each player of the Nash equilibrium bring to attract

students. The major assumption about competitors is that the control of the second

player is more efficient than that of the other one. The major coefficients to describe

the competitors is rate of attracting students ‘effort’ of competitor i : ui(t) and

catchability coefficient for competitor i : qi. The bigger qi implies this competitor’s

controls being more efficient. We will assume that the control of second competitor

has bigger catchability than the first one. Another assumption imbedded in this

system is that after the recruiting season is over, the quantity of students enrolling to

attend the institution full time must be kept at some level, in order to have sustainable

development of retention. A non-cooperative DG model is set up to investigate the

optimal strategies for each competitor.

The objectives of each competitor consists of two processes: the first goal is to

maximize its current benefits, which is income − cost; the second objective is to

keep the quantity of students to some ideal level in order to maintain and sustain
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individual school development, which is (x(T )− vea)2 . The coefficient is the balance

between these two objectives. The number ea is the equilibrium of the state variable

(quantity of students) without controls. Thus, following objective functions for both

competitors are attained.

Maxui>0Ji =

∫ T

0

e−rt(pqix
2 − ciu

2
i )dt − w(x(T ) − vea)2, i = 1, 2

Gompertz law of population growth is adopted to model the dynamics of quantity

of students without control. The dynamics of the objective functions are constructed

as follows:
dx(t)

dt
= x(t)(a − ln x(t))

The rate of change of student quantity is assumed to be proportional to the mul-

tiplication of rate of student attraction ’effort’ of competitor i : ui, and catchability

coefficient of player i : qi, and the student quantity square, that is:

dx(t)

dt
= −(q1u1(t) + q2u2(t))x(t)2

Above two effects are combined in following dynamics:

dx(t)

dt
= x(t)(a − ln x(t)) − (q1u1(t) + q2u2(t))x(t)2

In conclusion, we derive the following as the non-cooperative DG model:

(4.1)

{
Maxu1>0J1 =

∫ T

0
e−rt(pq1x

2 − c1u
2
1)dt − w(x(T ) − vea)2

Maxu2>0J2 =
∫ T

0
e−rt(pq2x

2 − c2u
2
2)dt − w(x(T ) − vea)2

subject to {
dx(t)

dt
= x(t)(a − ln x(t)) − (q1u1(t) + q2u2(t))x(t)2

x(0) = x0

5. Development of Solution Methods

Generally, the optimality condition for non-cooperative DG is Differential Alge-

braic Equations (DAE) or Boundary Value Problems (BVP). In Wan, Peng [21], an

algorithm based on random perturbation is designed to solve this type of optimality

condition. In this paper, an improved algorithm will be designed to solve this model.

The Pontryagin’s optimality condition for above DG model is as follows:




dx(t)
dt

= x(t)(a − ln x(t)) − (q1u1(t) + q2u2(t))x(t)2

dλi(t)
dt

= 2e−rtpqix(t) − λi[a − ln x(t) − 1 − 2(q1u1(t) + q2u2(t))x(t), i = 1, 2

u1 = λ1x2q1

2e−rtc1

u2 = λ2x2q2

2e−rtc2
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The boundary condition is as follows:
{

x(0) = x0

λ(T ) = 2w(x(T ) − vea)

Since the control for each competitor can be solved, above BVP can be simplified

as following system: {
ẋ(t) = a(xi(t), mij(t), t)

ṁij(t) = d(xi(t), mij(t), t)

The boundary condition is:
{

xi(0) = xi0(t)

ṁij(T ) = hij(x1(T ), . . . , xn(T ))

As to the above BVP, it will be better to guess the terminal values since we

just need to guess the terminal values of state variables, which is much less than

guessing the initial values; furthermore, the objective function of each player can give

information about terminal value. Thus, the initial value problem (IVP) associated

with this BVP is {
xi(T ) = s

ṁij(T ) = hij(x1(T ), . . . , xn(T ))

where s is a parameter. Medhin and Wan [13] gave out the condition for existence

of solution the above BVP. The above model satisfies the existence condition in [16].

For each s ∈ R
n there is a unique solution of the above IVP, which is denoted by

xi(t; s), mij(t; s), then there is a unique xi(0; s). Thus, we can define a functional

relationship between xi(T ) and xi(0), that is, xi(0) = fi(xi(T )), for which we cannot,

in general, find analytic formula. Now suppose xi(t; s
∗), mij(t; s

∗) are solved for from

the IVP where s = s∗, and if s∗ is such that the boundary conditions are satisfied, that

is xi(0; s∗) = xi0 or fi(xi(T ; s∗)) − xi0 = 0, then xi(t; s
∗) is the solution of the BVP.

The first algorithm is designed to find such s∗, that is to find solution for following

system:

Fi(x1(T ), . . . , xn(T )) = fi(x1(T ), . . . , xn(T )) − xi(0) = 0, i = 1, . . . , n

The algorithm is based on Newton’s method to update xi(T ). As to the above func-

tions Fi, using Taylor series expansion up to first-order about some estimate point

(x1(T )(k)), . . . , xn(T )(k)) , we have the system of equations:

Fi(x1(T ), . . . , xn(T )) = Fi(x1(T )(k), . . . , xn(T )(k)) + JP (̇xi(T ) − xi(T )(k)) = 0,

which we solve for (x1(T ), . . . , xn(T )) to get the updated vector estimate:

X(k+1)(T ) = X(k)(T ) − J−1
P Ḟ (X(k)(T ))
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where P = (x1(T )(k), . . . , xn(T )(k)), and JP is the Jacobian matrix at P . As to the

initial guess of s, the expected fish quantity at the end of time is our reference. To

obtain the Jacobian Matrix JP , the following recipe is one way to approximate it:

∂Fi

∂xj

∼=

∑
n

n
(
Fi(x(k)) − Fi(x(k − 1))

xj(k) − xj(k − 1)
)

From the above expression, ∂Fi is approximated by difference of values of Fi

between step k and step k − 1; ∂xj is approximated by difference of values of xj

between step k and step k − 1. We will pick a value for n in
P

n

n
to take average as

approximation of ∂Fi

∂xj
. Above idea is realized in the following algorithm.

Algorithm 1

Step 1: Guess two terminal values for state variables: x̃0(T ) and x̃1(T ), which are

n dimensional vectors.

Step 2: Compute terminal values for the co-state variables: λ0(T ) and λ1(T )

corresponding to x̃0(T ) and x̃1(T ).

Step 3: Solve backward the state and co-state equations by Runge-Kutta method

and get x̃0(0) and x̃1(0) , then compute F0, F1.

Step 4: If ‖F0‖ < ǫ or ‖F1‖ < ǫ, then stop, output the optimal solution; if not,

k = 1 go to Step 5.

Step 5: Update x̃k+1(T ) = x̃k(T ) − J−1
P F0(x̃k(T )), where Jk is approximated by

Jacobian matrix.

Step 6: Compute terminal values for co-state variables λ(T ).

Step 7: If ‖F0‖ < ǫ, then stop, output the optimal solution; if not, k + 1, go to

Step 5.

6. Numerical Results and Analysis

In our experiment, there are two colleges in competition. The basic assumption

is college 2 sustainability of control is better than college 1’s. Another interested coef-

ficient is the marginal cost of each competitor. In the following, we will analyze three

cases for effects of these coefficients on Nash equilibrium based on these coefficients.

In case 1, the cost of control of college 1 is less than that of college 2. Thus,

we can expect that college 1’s control is bigger than the other, which can be seen

from norm of control in Table (1) and the Figure (1). However, the objective value of

college 1 is worse than the other, which implies that Catchability plays a leading role

in determination of competitor’s benefits. The values for parameters are as follows:

a = 1; q1 = 0.15; q2 = 0.18; c1 = 1; c2 = 1.2; w = 1; v = 0.5; p = 5; r = .03;

The results are as follows:
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Table 1. Compare Controls and Objective Values in Case 1

Catchability Cost of COntrol Ji ‖ ui ‖2

College 1 0.15 1 0.402 31.20

College 2 0.18 1.2 0.720 29.37
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Figure 1. State and Control Trajectories

In Case 2, we simulate the competition with all coefficients being equal except for

catchability. From Table (2) and Figure (2) we can see that college 1’s objective value

is much less than the other, and less than that in case 1. In this case, it is obvious

that college 2 increases his control, and takes advantage of efficiency of his control to

improve his objective value further. The values for parameters are as follows:

a = 1; q1 = 0.15; q2 = 0.18; c1 = 1; c2 = 1; w = 1; v = 0.5; p = 5; r = .03;

The results are as follows:

Table 2. Compare Controls and Objective Values in Case 2

Catchability Cost of COntrol Ji ‖ ui ‖2

College 1 0.15 1 0.438 30.13

College 2 0.18 1 0.735 34.03

In Case 3, we simulate the situation where college 2 totally dominates college 1.

From Table (3) and Figure (3) it is obvious that college 1 decrease his control level,

which then decrease the total cost. However, in this case, college 1’s objective value

is better than case 1, but college 2 does worse than case 1, although his control cost
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Figure 2. State and Control Trajectories

is less. This is because in objective function, the income from attracting students

is calculated by the multiplication of fixed enrollment and number of students, and

penalty for distance from ideal student enrollment.

a = 1; q1 = 0.15; q2 = 0.18; c1 = 1.2; c2 = 1; w = 1; v = 0.5; p = 5; r = .03;

The results are as follows:

Table 3. Compare Controls and Objective Values in Case 3

Catchability Cost of COntrol Ji ‖ ui ‖2

College 1 0.15 1.2 0.429 25.78

College 2 0.18 1 0.709 34.95

Above all, from above three cases, we can conclude that in this competition,

the strategy to attract students is the most important factor to affect Nash Equilib-

rium. Thus, it will be beneficial to use better technique to improve its strategies and

techniques, even by sacrificing the cost of control.

7. Conclusion

In this paper, we studied the competition among two HBCU’s in Orangeburg,

SC, which are Claflin University and South Carolina State University. Based on the

properties of their competition, we adopted n person non-cooperative DG model to

analyze this competition. In this model, we adopted open-loop controls, derived Pon-

tryagin optimality condition for its Nash equilibrium, which is DAE system. Because

of nonlinearity of DAE system, we developed numerical methods to solve it. The
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Figure 3. State and Control Trajectories

algorithm we designed is based on Quasi-Newton Method, which supplies the second

order convergence. For the DG model in this paper, it converges with 4 iterations.

From the numerical results, we are able to see that in this competition between two

colleges, the effort of attracting students is the key to improve benefits; the competi-

tor’s preference between those two objectives will directly affect control trajectories.

Another observation is that the optimality condition of DG is BVP or DAE, so it is

difficult to solve it analytically. It will be easy to use the algorithm developed in this

paper as a prototype to develop numerical methods to solve more general DG models.
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