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ABSTRACT. In this paper we analyze a two priority queueing system generated as under: arrival

of customers to high priority(P1) queue constitutes a Poisson process of rate λ. The waiting room

has infinite capacity. They are served one at a time according to FIFO discipline. The service time

for each customer of this category follows exponential distribution with parameter µ1. While in

service customers have a tendency to interrupt own service. This occurs according to a Poisson

process of rate θ1. Self interrupted customers are sent to an infinite capacity low priority(P2) queue.

When at a service completion epoch of a high priority customer, if there is none left behind in P1

line, then the server goes to serve customers in P2. Their service time duration has exponential

distribution with parameter µ2. For the two priority system we assume that P2 customers are not

allowed to interrupt their service. Thus the system consists of a high priority waiting line and a

second waiting line which is generated from the first. No customers from outside joins P2. We

consider both preemptive and non preemptive service discipline. The joint system state distribution

is obtained from which the marginals are computed. Waiting time distribution of both type of

customers are derived. We then extend the results to three priority non preemptive case. Finally

the case of N + 1 priorities is briefly discussed.

AMS (MOS) Subject Classification. 60K25.

1. Introduction

In queueing literature priority queues stands for customers belonging to different

classes joining distinct waiting lines(one for each class) to receive service. The high-

est class of customers have priority(preemptive or non preemptive) over the rest; the

next in the order gets priority over all lower class customers and so on. The arrival

streams are independent. The dependence between queues is only through preference

of service. In contrast, the priority queueing system considered in this paper is a

highly dependent one even in its evolution. Each waiting line is generated by the

customers in the immediately preceding queue except the highest priority customers.

The generation of new queues is due to self interruption: the customer in service may
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interrupt his own and consequently sent to next lower priority queue. Self interrup-

tion of service by customers (‘customer induced interruption’ as is coined by Jacob

et al. [13]) is discussed in Dudin et al. [2] and Krishnamoorthy, Jacob[6]. Priority

queues were first considered by White and Christie [14] as a queue with interruption

of service of low priority customers to provide service to higher priority customers. It

may be preemptive or non preemptive. A priority queue with preemptive service can

be regarded as a queue with service interruption. Jaiswal [3] is on preemptive prior-

ity queue with resumption of service of the low priority customer. Time dependent

solution in priority queues is discussed in Jaiswal [4]. A detailed discussion of devel-

opment in priority queues until 1968 is given in Jaiswal [5]. More recent developments

on priority queues could be found in Takagi [11].

Cobham [1] considered the non-preemptive priority queue and derived equilibrium

expected waiting time. The first published results for the preemptive discipline were

by White and Christie [14]. The notion of preemptive distance is introduced by Takagi

and Kodera [12] and they analyze preemptive loss priority queues in which customers

of each priority class arrive in a Poisson process and have general service time distri-

bution. Customer induced interruption is introduced by Jacob et al.[13] for the single

server case, where service interrupted customers are given priority over primary cus-

tomers; self interrupted customer takes an exponentially distributed time to get out of

interruption. This is extended to the multi-server case in Krishnamoorthy and Jacob

[6]. All underlying distributions (inter-arrival time, service time, inter-interruption

time, interruption fixation time) are assumed to be independent exponential random

variables. Dudin et al.[2] extend the above case to Markovian Arrival Process and

Phase type service with c servers and negative customers with a few protected service

phases.

The priority queue considered by Miller [7] has two waiting lines, each of infinite

capacity and served by a single server. The arrival process to the two queues form

two independent Poisson streams with parameters λ1 and λ2. The low as well as

high priority customers, whether in service or in queue, is counted as the number

of such customers in the system. The service time duration for high(low) priority

customer has exponential distribution with parameter µ1(µ2). Both preemptive and

non-preemptive service disciplines are considered. The system is analyzed as a three

dimensional continuous time Markov chain. The condition for system stability is

given by λ1

µ1
+ λ2

µ2
< 1. As an extension of the above, Sapna and Stanford [10] studied

a single server queue with arrivals from N classes of customers on a non-preemptive

priority basis. Each of these arrivals follow independent Poisson processes with rate

λi, i = 1, 2, ..., N and service is class dependent phase type. The capacity of each

waiting line is assumed to be infinite. They analyze the queue length and waiting
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time processes by deriving a matrix geometric solution for the stationary distribution

of the underlying Markov chain.

All the above models consider distinct streams of independent Poisson arrivals

to the system. In contrast the present paper considers mainly a 2 priority queueing

system where input streams are dependent. The high priority(P1) line has input

from outside the system (external arrival) according to a Poisson process of rate λ,

whereas the low priority(P2) line has input from the high priority waiting line. Thus,

low priority queue is generated from within the system. Hence the system that we

consider is a highly dependent one as far as the formation of the low priority waiting

line is concerned unlike the priority queues with infinite waiting lines that are so far

considered in the literature. The same server serves different customers one at a time

according to their priority. As an example consider the queue of patients(P1) waiting

to consult a physician. A patient while being examined may have to be referred to

a specialist. After consulting the specialist the patient returns to the first physician

and waits in the second queue(P2). Unlike in [2, 6, 13] here we do not associate any

specific distribution for the duration of interruption of a customer; rather we assume

that, once an interrupted customer comes to P2, he is ready to receive service.

We do an extensive analysis in the two priority case: high priority of external

(primary or P1) customers and a second queue (low priority or P2) of customers

who interrupted their service while being served in the high priority queue. With

a maximum of a single interruption permitted, we analyze the system as a three

dimensional continuous time Markov Chain. Customers from each waiting class will

be taken for service according to the head of the queue discipline. When no high

priority customer is available at a service completion epoch the server starts service

of the head of the low priority queue. By a suitable arrangement and adjustment,

we produce an upper triangular (infinite dimensional) rate matrix R. Once this is

achieved, we will be in a position to compute the steady state probability vector. Then

this is utilized in the computation of performance of the system. The performance

measures here, unlike in other set up, will be of a bit of curiosity as well. This is due to

the dependence of the second queue on the first for its generation. Having done these,

we proceed to the case of 3 queues (one primary and the other two generated from

previous higher priority). Finally we briefly extend our results to the case of N + 1

queues N ≥ 3. In all these the systems are studied under steady state. Therefore

first we establish the condition for stability of the system and then proceed to the

analysis. A special feature of the present model, unlike in classical priority models,

is that when the server is in Pi queue all Pj queues except P1 queue turn out to be

empty for i > j.

The rest of the paper is arranged as under: In section 2, the case of two priorities

is extensively analyzed for the preemptive case. Section 3 is devoted to the study



462 A. KRISHNAMOORTHY AND MANJUNATH A. S.

of two priority, non preemptive service discipline. The discussions in section 3 is

extended to three priority set up in section 4 and finally section 5 provides a brief

description of N + 1 priority system with N ≥ 3.

2. Two priority -Preemptive case

Model Description: This section considers a single server infinite capacity

queuing system in which customers from outside arrive according to a Poisson process

with rate λ. Service times of the external customers (P1) are exponentially distributed

with parameter µ1. Customers in primary queue interrupt their service according to

an exponentially distributed time with parameter θ1, in which case they have to go

to the lower priority(P2) queue. Else, complete service and leaves the system forever.

Suppose at the time when a P1 customer leaves the server by self interruption, and

hence joins P2, finds that none is ahead of him and there was none left behind him in

P1. In this case we assume that this customer is not permitted to have an interruption

time, rather he is immediately taken for service in P2. Lower priority customers are

taken for service one at a time from the head of the line whenever the queue of external

customers is found to be empty at a service completion epoch. The service of such

customers is according to a preemptive service discipline following an exponential

distribution with parameter µ2. That is the arrival of a P1 customer interrupts the

ongoing service of a P2 customer and hence he joins back as the head of the P2 queue.

Consider the case where not more than one interruption is permitted, that is N = 1.

Let N1(t) be the number of P1 customers including the one in service if any, N2(t)

the number of P2 customers waiting to get service. Whenever P1 is nonempty, the

head of that line will be under service.

Then Ω = {(N1(t), N2(t)) /t ≥ 0} is a CTMC with state space {(i, j)/i ≥ 0, j ≥ 0}

∪ {0}. Here 0 represents the state where there is no customer in the system(neither

P1 nor P2) and (0, 0) is the state where a P2 customer is in service .

The infinitesimal generator Q has as entries block matrices of infinite dimension

since the phases (capacity of waiting line for interrupted customers) is infinite. It is

given by

(2.1) Q =













B00 B01

B10 B1 B0

B2 B1 B0

. . . . . . . . .












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with

B00 =

















−λ

µ2 −(λ+ µ2)

µ2 −(λ+ µ2)
. . . . . .

















, B10 = B2 =



















µ1 θ1

µ1 θ1

µ1 θ1
. . . . . .

. . .



















B01 = B0 = λI∞and B1 = −(λ+ µ1 + θ1)I∞.

We now establish the system stability requirement.

Theorem 2.1. The condition for stability of the system is ρ = λ
(µ1+θ1)

+ λ θ1
(µ1+θ1)µ2

< 1.

Proof. By interchanging the level and phase in the model, the matrices B0, B1 and

B2 are B0 =

{

θ1, i = 1, 2, 3...; j = i− 1

0, elsewhere
, B1 =































−(λ+ µ2), i = j = 0

−(λ+ µ1 + θ1), i = j = 1, 2, ...

λ, i = 0, 1, 2, ...; j = i+ 1

µ1, i = 1, 2, 3...; j = i− 1

0, elsewhere

and B2 =

{

µ2, i = j = 0

0, elsewhere
.

Let π = (π0, π1, π2, ...) be the steady state probability vector of the matrix B(=

B0+B1+B2) . Solving the relations πB = 0 and πe = 1, we get πj =
(

λ
µ1+θ1

)j

π0, j ≥

1. As we have a level independent QBD model, the system is stable if πA0e < πA2e,

which simplifies to ρ < 1.

The infinitesimal generator Q constitutes a quasi birth and death(QBD) pro-

cess with exceptional boundary behavior and an infinite number of sub-levels. The

matrix geometric form of the steady state distributions for both preemptive and non-

preemptive priority single server queues were investigated by Neuts [8] in the case

when number of phases in each level is finite. This is extended to blocks of infinite

size in Miller [7] and is contained in the following theorem.

Theorem 2.2. Let y = (y0,y1,y2, . . .) denote the invariant probability vector for the

QBD process Q, where yi is the probability vector of infinite dimension corresponding

to level i . Then the solution for y possesses a matrix geometric structure

(2.2) yi+1 = yiR, i ≥ 1.

where the rate matrix R is the minimal non negative solution to

(2.3) R2B2 +RB1 + B0 = 0.
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The matrix geometric structure in equation (2.2) extended to level ‘0’ is

(2.4) y1 = y0

(

1

λ
B01

)

R.

Proof. The relations (2.2) and (2.3) are proved in [7].

From yyyQ = 0, the two boundary equations involving yyy0 are

(2.5) yyy0B00 + yyy1B10 = 0,

(2.6) yyy0B01 + yyy1[B1 +RB2] = 0.

From (2.3) it follows that

R[RB2 + B1] = −B0.

Since B0 = λI∞, the matrix R is invertible and (2.6) now simplifies to (2.4).

Theorem 2.3. The infinite matrix R possesses the Toeplitz structure

R =

















r0 r1 r2 r3 . . .

0 r0 r1 r2 . . .

0 0 r0 r1 . . .

0 0 0 r0 . . .

. . . . . . . . . . . . . . .

















where rk are computed as

r0 =
(λ+ µ1 + θ1)−

√

(λ+ µ1 + θ1)
2 − 4λµ1

2µ1

,

r1 =
r20θ1

√

(λ+ µ1 + θ1)
2 − 4λµ1

,

rk =

θ1

[

k−1
∑

i=0

rirk−1−i

]

+ µ1

[

k−1
∑

i=1

rirk−i

]

√

(λ+ µ1 + θ1)
2 − 4λµ1

, k > 1.

Proof. The structure of the process revealed by matrices in Q∗ and the interpretation

of rate matrix imply the special structure of R. On expanding (2.3), the following

relations are obtained;

(2.7) r20µ1 − (λ+ µ1 + θ1) r0 + λ = 0.

(2.8)

(

k−1
∑

i=0

rirk−1−i

)

θ1 +

(

k
∑

i=0

rirk−i

)

µ1 − (λ+ µ1 + θ1) rk = 0, k ≥ 1.
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Solving these, the expressions for rk, k = 0, 1, 2..., are established.

2.1. The Joint and Marginal Probabilities.

2.1.1. The Joint Probabilities: The steady state probability vector yyy = (yyy0, yyy1, yyy2, . . .)

of Q is computed first. Here yyy0 = (y0, y00, y01, y02, ....) where y0 is the probability of

the idle state and y00 is the probability of providing service to a P2 customer when

none is waiting in either queues. yyyi = (yi0, yi1, yi2, ....) with yij representing the

probability that the number of P1 customers in the system is i and that in P2 queue

is j. Equations (2.4) and (2.5) give

y0 = 1− ρ; ρ =
λ

(µ1 + θ1)
+

λ θ1
(µ1 + θ1)µ2

,

y00 =
1

µ2

(λ− r0µ1) y0,

y01 =
1

µ2

{(λ+ µ2 − r0µ1) y00 − (r0θ1 + r1µ1) y0} ,

y0j =
1
µ2

{

(λ+ µ2 − r0µ1) y0,j−1 − θ1
j−2
∑

k=0

rky0,j−2−k−

µ1

j−1
∑

k=1

rky0,j−1−k − (rj−1θ1 + rjµ1)y0

}

, j > 1.

.

Thus we can compute y0j recursively up to the desired range of values.

Substituting for yyy0 in equation (2.4) and expanding, y1j, j = 0, 1, 2, 3... are computed

as
y10 = (1− ρ) r0,

y11 = (1− ρ) r1 + y00 r0,

y1j = (1− ρ) rj +
j−1
∑

k=0

y0k rj−1−k, j = 2, 3, ...

Let yij represent the probability that there are i high priority customers in the system

and j low priority customers waiting in queue, i > 1. Expression (2.2) on expansion

results in

(2.9) yij =

j
∑

k=0

yi−1,k rj−k, i > 1.

After obtaining y0j and y1j for j = 0, 1, 2, ..., yij, i > 1 is recursively computed using

(2.9).

2.1.2. The Marginal Probabilities: The marginal probabilities of the number of high-

priority(P1 ) customers in the system be denoted by yi. =
∑

∞

j=0 yij, i ≥ 0. So

(2.10) yi. =
∞
∑

j=0

yij =
∞
∑

j=0

j
∑

k=0

yi−1,k rj−k =

(

∞
∑

j=0

yi−1,j

)(

∞
∑

i=0

ri

)

= y(i−1). ρ1.

Remark: As an arrival of a P1 customer preempts a P2 customer in service, the
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system behaves as an M/M/1 queue as far as marginal probabilities of P1 customers

are concerned. Hence

(2.11) yi. = ρi1(1− ρ1), i ≥ 0; ρ1 =
λ

µ1 + θ1

The marginal distribution of P2 customers is computed numerically from

(2.12) y.j =
∞
∑

i=0

yij, j ≥ 0.

2.2. Waiting time Analysis.

Waiting time of High priority customers. As an arriving P1 customer preempts the

P2 customer if any under service, the waiting time distribution is same as in the case

of an M/M/1 queue. Hence expected waiting time of P2 in the system is

E(WP1) =
ρ1

λ (1− ρ1)
=

1

µ1 + θ1 − λ

Waiting time of Low priority customers. Expected waiting time of a P2 customer,

provided he is the head of the P2 line, is the sum of the following: expected busy

cycle generated by the primary customers left behind by this customer when he

interrupted own service while in P1, the sum of the expected busy cycles generated

at each preemption while chosen for service from P2 line and expected time taken to

complete service without a preemption. We get

E(WP1
2
) =

1

(µ1 + θ1)

ρ1

(1− ρ1)
2 +

1

µ2(1− ρ1)

Expected waiting time of a P2 customer if he is anywhere in the P2 line is

E(WP2) =
1

µ1 + θ1

ρ1

(1− ρ1)
2 +

1

µ2

1

(1− ρ1)
E(P2); E(P2) =

∞
∑

r=1

ry·r

3. Two priority -Non preemptive case

Model Description: We consider a two-priority queueing model similar to that

in the previous section, except that service to the P2 customers is according to a non-

preemptive service discipline. That is the arrival of a P1 customer does not interrupt

the ongoing service of a P2 customer. We follow the same notations. Let N1(t) be the

number of P1 customers in the system including the one in service if any, N2(t) be

the number of P2 waiting to get service and S(t) the status of the server which is 1 or

2 according as the server is busy with P1 customers or P2 customers . Thus we get a

continuous time Markov chain Ω = {X (t) , t ≥ 0} = {(N1(t), N2(t), S(t)) /t ≥ 0}. Its

state space is given as {(0, 0)} ∪ {(0, j, 2)/j ≥ 0} ∪ {(i, j, k)/i > 0, j ≥ 0, k = 1, 2}.

It is not hard to derive the condition for system stability as λ
(µ1+θ1)

+ λ θ1
(µ1+θ1)µ2

< 1,
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The infinitesimal generator of this continuous time Markov chain consists of block

entries of infinite dimension and is obtained as

Q∗ =













A00 A01

A10 A1 A0

A2 A1 A0

. . . . . . . . .













where,

A00 =













−λ

µ2 −(λ+ µ2)

µ2 −(λ+ µ2)
. . . . . .













, A01 =

















[λ]

[λ 0]

[λ 0]

[λ 0]
. . .

















,

A10 =

































[

µ1

0

] [

θ1

0

0

0

]

[

µ1

0

θ1

0

]

[

µ1

0

θ1

0

]

. . .

































,

A2 =









M2 M3

M2 M3

. . . . . .









, A1 =









M1

M1

. . .









, A0 = λI∞;

M1 =

[

−(λ+ µ1 + θ1) 0

µ2 −(λ+ µ2)

]

, M2 =

[

µ1 0

0 0

]

, M3 =

[

θ1 0

0 0

]

.

The infinitesimal generator Q∗ constitutes a quasi birth and death(QBD) process

with infinite number of sub-levels. As Q∗ is irreducible and recurrent, following a

similar argument to theorem 3 of Miller [7] we have,

Theorem 3.1. Let xxx = [xxx0,xxx1,xxx2, . . .] denote the invariant probability vector for the

QBD process Q∗ with infinite number of sub levels(phases), where xxxi is the probability

vector corresponding to level i of infinite dimension. Then the solution for xxx possesses

a matrix geometric structure

(3.1) xxxi = xxxi−1R, i > 1.

where the rate matrix R is the minimal non negative solution to

(3.2) R2A2 +RA1 + A0 = 0.
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Theorem 3.2. The R matrix, which is the minimal non negative solution to equation

(3.2) possesses a Toeplitz structure (R0, R1, R2, ...). That is R has the form

R =

















R0 R1 R2 R3 . . .

0 R0 R1 R2 . . .

0 0 R0 R1 . . .

0 0 0 R0 . . .

. . . . . . . . . . . . . . .

















where each of the matrices Rk is of order 2 represented as Rk =

[

ak 0

bk ck

]

.

Proof. The interpretation of R in Neuts [8] and the structure of the matrices in the

generator matrix Q proves the theorem.

Theorem 3.3. The elements Rk(k > 0) in theorem 3.2 are computed as,

ak =
(
∑k−1

i=o aiak−1−i)θ + (
∑k−1

i=1 aiak−i)µ1

(λ+ µ1 + θ)− 2a0µ1

,

bk =
(
∑k−1

i=1 aibk−1−i + bk−1(a0 + c0))θ + (
∑k

i=1 aibk−i)µ1

(λ+ µ1 + θ)− (a0 + c0)µ1

,

ck = 0, k = 1, 2, 3, . . .

and entries of R0 are

a0 =
(λ+ µ1 + θ)−

√

(λ+ µ1 + θ)2 − 4µ1λ

2µ1

,

b0 =
µ2c0

(λ+ µ1 + θ)− (a0 + c0)µ1

,

c0 =
λ

λ+ µ2

.

Proof. Upon expansion of (3.2), we obtain the following relations:

R2
0M2 +R0M1 + λI = 0,(3.3)

R2
0M3 +

(

l
∑

k=0

RkRl−k

)

M2 +RlM1 = 0, for l ≥ 1.(3.4)

The result is established when these equations are expanded with respect to the

phases.

3.1. The joint and marginal probabilities. In this section, the recursive formulas

for the joint distribution of i number of P1 customers in the system and j number of

P2 customers in the queue and marginal distributions of each are derived. First we

establish the following.
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Theorem 3.4. The matrix geometric structure

xxxi = xxxi−1R, i > 1

given in theorem 3.1 extended to level 0 is

xxxi = xxx0

(

1

λ
A01

)

Ri, i ≥ 1.

Proof. From xxxQ∗ = 0, the two boundary equations involving xxx0 are

(3.5) xxx0A00 + xxx1A10 = 0,

(3.6) xxx0A01 + xxx1[A1 +RA2] = 0.

From (3.2) it follows that

(3.7) R[RA2 + A1] = −A0.

Since A0 = λI∞ , R is invertible.

From (3.6) and (3.7) we get

(3.8) xxx1 = xxx0

(

1

λ
A01R

)

.

Combining relations (3.1) and (3.8) we obtain

(3.9) xxxi = xxx0

(

1

λ
A01

)

Ri, i ≥ 1.

3.1.1. The Joint Probability Distribution. Let xxxij be the probability that there are i

high priority customers in the system and j low priority customers waiting in queue.

Further let the marginal distribution of the number of high-priority customers in

system be denoted by

(3.10) xxxi. =
∞
∑

j=0

xxxij , i ≥ 0.

To get to know the type of customer in service we partition xxxij as

(3.11) xxxij = (xij(1), xij(2)).

We proceed to the determination of the joint probability vectors xxxij . Considering

the interrupted customers and the type of customer under service, equation (3.1)

gives

(3.12) xxxij = xxxi−1,jR , i > 1, j ≥ 0.

where

(3.13) xxxij = (xxxij(1),xxxij(2)).
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Expanding (3.12) w.r.t. j

(3.14)
(

xxxi0, xxxi1, · · ·
)

=
(

xxxi−1,0, xxxi−1,1, · · ·
)

×













R0 R1 R2 · · ·

0 R0 R1 · · ·

0 0 R0 · · ·

0 0 0
. . .













.

In general,

(3.15) xxxij =

j
∑

k=0

xxxi−1,k Rj−k , i > 1, j ≥ 0.

Expanding these equations once more to reveal the dependence on the type of service,

we obtain

(3.16) xxxij(1) =

j
∑

k=0

[aj−k xxxi−1,k(1) + bj−k xxxi−1,k(2)]

(3.17) xxxij(2) = c0 xxxi−1,j(2); i > 1, j ≥ 0.

Equation (3.8) on expansion gives

(3.18) xxx1j(1) = aj(1− ρ) +

j
∑

k=0

bj−k xxx0k(2)

(3.19) xxx1j(2) = c0 xxx0j(2); i = 1, j ≥ 0.

Hence the joint probabilities depend on xxx0k(2) for k = 0, 1, 2, . . . j. We compute xxx0k(2)

in the desired range in the next section.

3.1.2. Marginal Distribution of High Priority customers. Adding equation(3.15) over

j, the low priority queue length, the marginal distribution xxxi. for the number of high

priority customers in the system is

xxxi. =
∞
∑

j=0

xxxij =
∞
∑

j=0

j
∑

k=0

xxxi−1,k Rj−k =
∞
∑

k=0

xxxi−1,k

(

∞
∑

j=0

Rj

)

= xxx(i−1).R+(3.20)

= xxx1.R
i−1
+ , i ≥ 2;(3.21)

where

R+ =
∞
∑

j=0

Rj =

[

∑

∞

r=0 ar 0
∑

∞

r=0 br c0

]

.
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Now, expanding (3.20) based on the type of service, we have

(

xxxi(1), xxxi(2)
)

=
(

xxxi−1(1), xxxi−1(2)
)

[

∑

ar 0
∑

br c0

]

, i ≥ 1

=
(

xxxi−1(1) (
∑

ar) + xxxi−1(2) (
∑

br), xxxi−1(2) c0

)

So we obtain

xxxi.(1) = xxxi−1,.(1) (
∑

ar) + xxxi−1,.(2) (
∑

br)

xxxi.(2) = xxxi−1,.(2) c0

Adding equations (3.18) and (3.19) over j

xxx1.(1) = (1− ρ)
(

∑

ar

)

+ xxx0.(2)
(

∑

br

)

(3.22)

xxx1.(2) = c0 xxx0.(2)(3.23)

which in turn gives

(3.24) xxx1. =
(

(1− ρ), xxx0.(2)
)

R+

Combining equations (3.21) and (3.24) we get

(3.25) xxxi. =
(

(1− ρ), xxx0.(2)
)

Ri
+ ; i ≥ 1.

Write xxx0. =
(

(1− ρ), xxx0.(2)
)

, then

(3.26) xxxi. = xxx0.R
i
+ ; i ≥ 1.

On expansion of equation (3.26) we get the high priority marginals as

xxxi.(1) = (1− ρ)
(

∑

ar

)i

+ xxx0.(2)
i−1
∑

k=0

(

∑

ar

)k (∑

br

)

ci−1−k
0(3.27)

xxxi.(2) = xxx0.(2)c
i
0(3.28)

From equations (3.27) and (3.28) it is clear that the marginal probabilities depend on

the probability that no P1 customer and a P2 customer in service, which is given by

(3.29) xxx0.(2) =
∞
∑

j=0

xxx0j(2).

To compute xxx0.(2): Substituting equation (3.8 ) in (3.5 )

(3.30) xxx0

[

A00 +
1

λ
(A01RA10)

]

= 0

xxx0 being given by xxx0 =
(

(1− ρ), xxx00(2), xxx01(2), xxx02(2) , ... ...
)

.
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Expanding(3.30), the following relations are obtained:

(1− ρ) [a0µ1 − λ] + xxx00(2) [b0µ1 + µ2] = 0(3.31)

(1− ρ) [a0θ1 + a1µ1] + xxx00(2) [b0θ1 + b1µ1 − (λ+ µ2)]

+ xxx01(2) [b0µ1 + µ2] = 0(3.32)

Forj ≥ 2; (1− ρ) [aj−1θ1 + ajµ1] +

j−2
∑

k=0

xxx0k(2) [bj−k−1θ1 + bj−kµ1]

+ xxx0(j−1)(2) [b0θ1 + b1µ1 − (λ+ µ2)] + xxx0j(2) [b0µ1 + µ2] = 0.(3.33)

On solving these, the following are obtained.

xxx00(2) =
(λ− a0µ1) (1− ρ)

b0µ1 + µ2

(3.34)

xxx01(2) =
1

b0µ1 + µ2

{

[(λ+ µ2)− (b0θ1 + b1µ1)]xxx00(2)− (1− ρ) [a0θ1 + a1µ1]

}

(3.35)

xxx0j(2) =
1

b0µ1 + µ2

{

[(λ+ µ2)− (b0θ1 + b1µ1)]xxx0(j−1)(2)− (1− ρ) [aj−1θ1 + ajµ1]

−

j−2
∑

k=0

xxx0k(2) [bj−k−1θ1 + bj−kµ1]

}

, j ≥ 2.(3.36)

Hence xxx0.(2) in equation(3.29) is computed. Also the joint probabilities given by

relations (3.16) to (3.19) are evaluated.

3.1.3. Marginal Distribution of Low Priority customers. Define xxx.j(1) =
∑

∞

i=1xxxij(1)

and xxx.j(2) =
∑

∞

i=0xxxij(2) for j ≥ 0.

Summing equations (3.16) from i = 2 to ∞ and adding this to (3.18) we obtain

(3.37)

xxx.j(1) = aj(1− ρ) +
∑

∞

i=2

∑j

k=0 aj−k xxx(i−1)k(1) +
∑

∞

i=1

∑j

k=0 bj−k xxx(i−1)k(2)

= aj(1− ρ) +
∑j

k=0 [aj−k xxx.k(1) + bj−k xxx.k(2)]

Similarly adding equations (3.17) from i = 2 to ∞ and adding this to (3.19),

xxx.j(2) =
∑

∞

i=0xxxij(2)

= xxx0j(2) +
∑

∞

i=1xxxij(2)

= xxx0j(2) + c0
∑

∞

i=1xxx(i−1)j(2)

= xxx0j(2) + c0 xxx.j(2).

(3.38) =⇒ xxx.j(2) =
1

1− c0
xxx0j(2).
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Hence the marginal probabilities of low priority customers while a P2 customer is

under service, is determined once we determine x0j(2) for the desired range of values

of j, which is done through equations (3.34) and (3.36). The marginal probabilities of

low priority customers, while a P1 customer is under service, is determined as follows.

Substituting for xxx0j(2) and putting k = 0, 1, 2, ..., j in (3.37) we get

xxx.0(1) =
a0 (1− ρ) + b0 xxx.0(2)

1− a0
(3.39)

xxx.j(1) =

aj (1− ρ) +
j−1
∑

k=0

aj−k xxx.k(1) +
j
∑

k=0

bj−k xxx.k(2)

1− a0
, j ≥ 1(3.40)

3.2. Waiting time distribution.

3.2.1. High priority waiting time distribution. First we compute the expected waiting

time of a P1 customer who joins as the nth customer n(> 0), in the queue at the time

when he joins. We construct a Markov chain {N(t), t ≥ 0}, where N(t) is the rank

of the customer at time t. The rank of a customer is r if he is the rth customer in

the queue at time t. His rank decreases by 1 as the customers ahead of him leave the

system after completing/ self interrupting service. Two cases are to be considered

according as whether a P1 or a P2 customer is under service when the tagged customer

joins.

State space of the Markov chain when a P1 customer is in service is {n : 1 ≤ n < r}∪

{(r, 1)}∪{0} and that when a P2 customer is in service is {n : 1 ≤ n < r}∪{(r, 2)}∪

{0}, where {0} is the absorbing state indicating that the tagged customer is selected

for service. The corresponding infinitesimal generator matrices of dimension r+1 are

denoted by W1 and W2 respectively, and are

W1 =

[

Tr T 0
r

0 0

]

,W2 =

[

Sr S0
r

0 0

]

where,

Tr =











−µ1 , i = j = 1, 2, ..., r.

µ1 , j = i+ 1, i = 1, 2, ..., r − 1

0 , elsewhere

, Sr =































−µ2 , i = j = 1

µ2 , i = 1, j = 2

−µ1 , i = j = 1, 2, ..., r.

µ1 , j = i+ 1, i = 1, 2, ..., r − 1

0 , elsewhere

and T 0
r = S0

r = [0 ... 0 µ1]
T .

If e is a column vector of ones of appropriate order, then the expected waiting

time of the rth tagged customer is −(T−1
r + S−1

r )e.
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Hence the expected waiting time of a P1 customer in the queue, withα = [1 0 ... 0]

a row vector of dimension r is,

WP1 =
∞
∑

r=1

[(

−αT−1
r e
)

x(r+1).(1) +
(

−αS−1
r e
)

xr.(2)
]

3.2.2. Low priority waiting time distribution. We compute the bounds on the dis-

tribution of waiting time of an arriving(tagged) customer in the system. When the

tagged customer arrives either a P1 or a P2 will be under service or the server is free.

Suppose the tagged customer joins as rth in the system. The probability of observing

these events are xxx..(2), xxx..(1) and 1− ρ.

Service time distribution S1 of the customer under service if it is a P2 ∼ exp(µ2)

and service time distribution S
′

2 of the customer under service if it is a P1 ∼ exp(µ1).

But S
′

2 is clubbed with the distribution of service time of P1 customers in the queue

since his service is followed by customers if any, in the P1 line.

The waiting time distribution of these r P1 customers is the r− fold convolution

of exp(µ1), that is E(r, µ1). Hence the distribution of service(wait) time until the

tagged customer interrupts own service

S2 =
∞
∑

r=2

E(r, µ1) xxx(r−1).(1) + exp(µ1).(1− ρ)

So, the distribution of waiting time of a customer in the system until interruption is

F0 = xxx..(2)S1 ∗ S2

Now assume that the tagged customer interrupts. Probability to interrupt is θ1.

We may assume without loss of generality, that the tagged customer leave behind

‘i’ P1 customers at his service interruption and join as jth in the P2 line. Each of

these i P1 customers generate a busy cycle exponentially distributed with parameter

(µ1 + θ1 − λ). So their service time is i−fold convolution of exp(µ1 + θ1 − λ) with

itself. The probability to see i customers behind the tagged customer in P1 line is

xxxi.(1). Thus the distribution of service time of these i customers is

F1 =
∞
∑

i=0

E(i, µ1 + θ1 − λ) xxxi.(1)

where E(i, α) stands for Erlang distribution of order i and parameter α. When i = 0,

that is when no P1 behind him at the time of interruption xxxi.(1) = 0.

The lower bound.

The waiting time of the tagged customer is minimum if no P1 customers arrive

during the service of all the (j − 1) customers ahead of the tagged customer in P2

line. Now, suppose that once the server is at the P2 line it returns to P1 line only
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after serving the tagged P2(that is, all the j−1 P2 and tagged P2 complete service in

a row). This is possible if no P1 customer arrives once the service in P2 line started.

The probability of finding (j − 1) P2 ahead of tagged P2,

q
′

j = xxx0(j−2)(2) + xxx.(j−1)(1)

The probability that no P1 arrived during the service time of a P2 customer, which

is exponentially distributed with µ2 is

p0 =

∫

∞

0

e−λt(λt)0

0!
µ2e

−µ2tdt =

∫

∞

0

e−λtµ2e
−µ2tdt

Therefore the probability that no P1 arrived during their((j − 1) P2) service time is

qj−1 = pj−1
0

Note: When j = 1, q0 = 1 indicating that if tagged P2 is the head of the P2 line,

then he is taken for service (prob.=1) immediately(no P1 arrival when no P2 ahead

of tagged P2) when the server is at P2 line.

Therefore the corresponding service time distribution is j−fold convolution of

exp(µ2) with itself multiplied by the probabilities q∗j and qj−1. Therefore the service

time of j P2 is

F2 =
∞
∑

j=1

E(j, µ2) q
′

j qj−1.

So we get the distribution of the lower bound of waiting time in the system as

the convolution

Fminwait = F0 ∗ θ1F1 ∗ F2.

The upper bound.

The waiting time of the tagged customer is maximum if P1 customers arrive

during the service of each of (j − 1) customers ahead of the tagged customer in P2

line. Hence immediately after the service of each P2 the server goes to P1 line and

returns to P2 line till the tagged P2 get service. Suppose k P1 customers lined up

during the service of a P2. The probability that k P1 arrived during the service time

of one P2 customer, which is exponentially distributed with µ2 is

pk =

∫

∞

0

e−λt(λt)k

k!
µ2e

−µ2tdt

Distribution of waiting time(service time) due to these k P2 is k−fold convolution of

exp(µ1 + θ1 − λ) with itself. Therefore distribution of waiting time after the service

of each P2 from among the j − 1 P2 is

∞
∑

k=1

E(k, µ1 + θ1 − λ) pk
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Waiting time distribution generated by the service of all j− 1 P2 ahead of the tagged

customer is

F3 =
∞
∑

j=1

[

exp(µ2) ∗
∞
∑

k=1

E(k, µ1 + θ1 − λ) pk

]∗(j−1)

q
′

j,

∗ stands for the convolution with ∗r denoting the r− fold convolution. Hence the

distribution of Maximum waiting time of a customer in the system if he interrupts

own service is

Fmaxwait = F0 ∗ θ1 F1 ∗ F3 ∗ exp(µ2).

3.3. Additional Performance Measures and their numerical illustrations.

1. The probability that all the P1 customers served in a given cycle complete service

without any interruption

PAC =
µ1(µ1 + θ1 − λ)

(µ1 + θ1)2 − λµ1

.

This is equivalent to seeking the probability that there is no inflow to P2 from

P1 during that cycle.

2. The probability that all the P1 customers served in a given cycle interrupt before

completing service and hence go to P2

PAI =
θ1(µ1 + θ1 − λ)

(µ1 + θ1)2 − λθ1

This is the probability for the other extreme case of 1.

We demonstrate below the impact of fixed values of λ, µ1, andµ2 on PAC and PAI with

variations of θ1. In tables 1 and 2, PAC and PAI have identical values corresponding

to θ1 = µ1 = 6.
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2
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P
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1
=6, µ

2
=5)

Figure 1

The figure clearly shows that as the value of θ1 increases PAC decreases and PAI

increases.
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θ1 0 1 2 3 4 5 6 7

PAC 1 .6316 .5294 .4706 .4286 .3954 .3684 .3453

PAI 0 .0455 .1111 .1818 .2500 .3125 .3684 .4179
Table 1. λ = 5, µ1 = 6, µ2 = 5

θ1 0 1 2 3 4 5 6 7

PAC 1 .7200 .6000 .5263 .4737 .4330 .4000 .3724

PAI 0 .0667 .1429 .2174 .2857 .3465 .4000 .4468
Table 2. λ = 4, µ1 = 6, µ2 = 5

4. Case of three priorities, non-preemptive:

Model Description: In this section we consider a single server infinite capacity

queuing system in which customers from outside arrive according to a Poisson process

with rate λ and form a queue(P1) if server is busy. Service times are exponentially

distributed with parameter µ1. Customers in primary queue interrupt service accord-

ing to a Poisson process of rate θ1, in which case he has to go to the lower priority

queue(P2). Else, he completes service and leaves the system forever. P2 customers

are taken for service according to head of the line priority whenever the queue of

external customers is found to be empty at a service completion epoch. The service

of such customers is according to a non-preemptive service discipline and the service

times are independent and identically distributed exponential random variables with

parameter µ2. A customer from P2 queue may interrupt his service according to a

Poisson process of rate θ2, up on which he has to go to a third waiting line P3 (of

infinite capacity) and wait for his turn for service. The service time of customers in

the third queue are independent and identically distributed exponential random vari-

ables with parameter µ3. Their service is also according to non-preemptive service

discipline and customers leave the system after completing service without further

interruption. When the server is in P3 line, P2 line will be empty whereas in P1 there

may be none, one or more customers.

Let N1(t) be the number of P1 customers in the system, Nj(t) that of Pj cus-

tomers in the queue for j = 2, 3; S(t) the status of the server which is 1, 2 or 3

according as the server is busy with a P1, P2 or P3 customer respectively. Then

Ω = {(N1(t), N2(t), N3(t), S(t)) /t ≥ 0} is a CTMC with state space {0}
⋃

{(0, n2, n3, k)/n2 ≥ 0, n3 ≥ 0, k = 2, 3}
⋃

{(n1, n2, n3, k)/n1 > 0, n2 ≥ 0, n3 ≥ 0, k = 1, 2, 3}.

The condition for stability of the system is given by

λ

(µ1 + θ1)
+

λθ1
(µ1 + θ1) (µ2 + θ2)

+
λθ1θ2

(µ1 + θ1) (µ2 + θ2)µ3

< 1.
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The infinitesimal generator is obtained as

Q =













A
(3)
00 A

(3)
01

A
(3)
10 A

(3)
1 A

(3)
0

A
(3)
2 A

(3)
1 A

(3)
0

. . . . . . . . .













where,

A
(3)
0 = λI∞

A
(3)
1 = I∞ ⊗H3, H3 =



















L3 U
(2)
3

L3 U
(2)
3

L3 U
(2)
3

. . . . . .
. . . . . .



















dim(L3) = 3, dim(U
(2)
3 ) = 3

(L3)ij =























−(λ+ µi + θi) ; i = j = 1, 2.

−(λ+ µ3) ; i = j = 3.

µi ; j = 1, i = 2, 3.

0 ; otherwise

, (U
(2)
3 )ij =

{

θ2 ; i = 2, j = 1

0 ; otherwise

A
(3)
2 =



















I∞ ⊗M3 I∞ ⊗N3

I∞ ⊗M3 I∞ ⊗N3

. . . . . .
. . . . . .



















dim(M3) = 3, dim(N3) = 3

(M3)ij =

{

µ1 ; i = j = 1

0 ; otherwise
, (N3)ij =

{

θ1 ; i = j = 1

0 ; otherwise

A
(3)
01 =

















K
(0)
3

I∞ ⊗K3

I∞ ⊗K3

I∞ ⊗K3

. . .

















,
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K
(0)
3 =

(

λ 0 0 ...
)

, dim(K3) = 2× 3, (K3)ij =

{

λ ; j = i+ 1, i = 1, 2.

0 ; elsewhere.

A
(3)
10 =























C∗
3 C

(0)
3 + I∞ ⊗ C

(1)
3

I∞ ⊗ C
(2)
3 I∞ ⊗ C

(1)
3

I∞ ⊗ C
(2)
3 I∞ ⊗ C

(1)
3

. . . . . .
. . .























, C∗

3 =

















µ1

0

0
...

















C
(0)
3 =

















0

B1

B1

B1

. . .

















, dim(B1) = 3× 2, (B1)ij =

{

µ1 ; i = 1, j = 2

0 ; elsewhere

dim(C
(1)
3 ) = dim(C

(2)
3 ) = 3× 2

(C
(1)
3 )ij =

{

θ1 ; i = j = 1

0 ; elsewhere
, (C

(2)
3 )ij =

{

µ1 ; i = j = 1

0 ; elsewhere

A
(3)
00 =























−λ 0

M E
(0)
3

E
(2)
3 E

(1)
3

E
(2)
3 E

(1)
3

. . . . . .























,M =



















[

µ2

µ3

]

0

0
...



















E
(1)
3 = I∞ ⊗D31, dim(D31) = 2, (D31)ij =

{

− (λ+ µ2 + θ2) ; i = j = 1

− (λ+ µ3) ; i = j = 2

E
(2)
3 = E

(21)
3 + E

(22)
3

E
(21)
3 = I∞ ⊗D

(2)
3 , dim(D

(2)
3 ) = 2,

(

D
(2)
3

)

ij
=

{

µi+1 ; j = 1, i = 1, 2

0 ; elsewhere

E
(22)
3 =













0 g
(2)
3

g
(2)
3

. . .













,

dim(g
(2)
3 ) = 2

(

g
(2)
3

)

ij
=

{

θ2 ; j = i = 1

0 ; elsewhere

E
(0)
3 =













J
(1)
3

J
(11)
3 J

(1)
3

J
(11)
3 J

(1)
3

. . . . . .












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dim(J
(1)
3 ) = dim(J

(11)
3 ) = 2

(

J
(1)
3

)

ij
=























− (λ+ µ2 + θ2) ; i = j = 1

− (λ+ µ3) ; i = j = 2

θ2 ; i = 1, j = 2

0 ; elsewhere

,
(

J
(11)
3

)

ij
=

{

µi+1 ; i = 1, 2 ; j = 2

0 ; elsewhere

Theorem 4.1. Let xxx = [xxx0,xxx1,xxx2, . . .] denote the invariant probability vector for the

QBD process with infinite number of sub levels, where xxxi is the probability vector of

infinite dimension corresponding to level i . Then the solution for xxx possesses a matrix

geometric structure

(4.1) xxxi = xxxi−1R, i > 1.

where the rate matrix R is the minimal non negative solution to

(4.2) R2A2 +RA1 + A0 = 0.

Theorem 4.2. The rate matrix R in the above theorem possesses a block upper tri-

angular structure given by

R =













R0 R1 R2 · · ·

R0 R1 · · ·

R0 · · ·
. . .













,where Rj =













Rj0 Rj1 Rj2 · · ·

Rj0 Rj1 · · ·

Rj0 · · ·
. . .













; j ≥ 0,

in which Rji are matrices of the form Rji =







aji 0 0

bji cji 0

dji 0 fji






; i ≥ 0, whose entries

are as follows: Let x = λ+ µ1 + θ1, y = λ+ µ2 + θ2, and z = λ+ µ3. Then,

a00 =
x−

√

x2 − 4µ1λ

2µ1

, b00 =
2µ2λ

xy + y
√

x2 − 4µ1λ− 2µ1λ
, c00 =

λ

y
,

d00 =
2µ3λ

xz + z
√

x2 − 4µ1λ− 2µ1λ
, f00 =

λ

z
, a0k = 0; k ≥ 1,

b01 =
θ2c00

x− (a00 + c00)µ1

, b0k = 0; k ≥ 2, c0k = d0k = f0k = 0; k ≥ 1,

al0 =

θ1
l−1
∑

k=0

ak0a(l−1−k)0 + µ1

l−1
∑

k=1

ak0a(l−k)0

x− 2a00µ1

; l ≥ 1,

bl0 =

µ1

l
∑

i=1

ai0b(l−i)0 + θ1

[

l−1
∑

j=0

aj0b(l−1−j)0 + b(l−1)0c00

]

x− (a00 + c00)µ1

; l ≥ 1,
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dl0 =

µ1

l
∑

i=1

ai0d(l−i)0 + θ1

[

l−1
∑

j=0

aj0d(l−1−j)0 + d(l−1)0f00

]

x− (a00 + f00)µ1

; l ≥ 1,

cl0 = fl0 = 0; l ≥ 1,

amn = cmn = dmn = fmn = 0; m,n ≥ 1,

bm1 =

µ1

l
∑

i=1

ai0b(m−i)1 + θ1

[

m−1
∑

j=0

aj0b(m−1−j)1 + b(m−1)1c00

]

x− (a00 + c00)µ1

; m ≥ 1,

bmn = 0; m ≥ 1, n ≥ 2.

Proof: Expansion of equation (4.2) gives the following system of equations:

R2
00M3 +R00L3 + λI3 = 0(4.3)

m
∑

j=0

R0jR0,m−jM3 +R0,m−1U
(2)
3 +R0mL3 = 0(4.4)

l−1
∑

k=0

Rk0Rl−1−k,0N3 +
l
∑

k=0

Rk0Rl−k,0M3 +Rl0M1 = 0(4.5)

(4.6)

(4.7)
l−1
∑

k=0

m
∑

j=0

RkjRl−1−k,m−jN3 +
l
∑

k=0

m
∑

j=0

RkjRl−k,m−jM3 +Rl,m−1U
(2)
3 +RlmL3 = 0.

Solving the system required result is obtained.

4.1. Joint and Marginal Probabilities. Let xxxijk be the probability of i high pri-

ority customers in the system, j customers waiting in the P2 queue and k customers

waiting in the P3 queue.

Then the marginal probability of i number of P1 customers is

xxxi.. =
∞
∑

j=0

∞
∑

k=0

xxxijk.

We have, from theorem (4.1) xxxi = xxxi−1R and proceeding as in the section 3,

xxxijk =

j
∑

l=0

k
∑

m=0

xxxi−1,lmRj−l,k−m forj, k ≥ 0.

To know the type of customer under service, we expand the above equation to get

the recursive formulas,

xxxijk(1) =
j
∑

l=0

aj−l,0xxxi−1,lk(1) +
j
∑

l=0

l
∑

m=0

bj−l,l−mxxxi−1,lm(2) +
j
∑

l=0

dj−l,0xxxi−1,lk(3),

xxxijk(2) = c00xxxi−1,jk(2),

xxxijk(3) = f00xxxi−1,jk(3); j, k ≥ 0, i ≥ 1.
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4.2. High Priority Marginal Distribution. Marginal distribution of high priority

customers in the system is

xxxi.. =
∑

∞

j=0

∑

∞

k=0 xijk

= xi−1,..R+

where

R+ =
∑

∞

j=0Rj

=
∑

∞

j=0

∑

∞

k=0Rjk.

Expanding the above equation in lowest phases gives,

xi.. = [xi..(1), xi..(2), xi..(3)] = [(1− ρ), x0(2), x0(3)]R
i
+, i ≥ 1.

5. Case of N + 1 priorities, non-preemptive:

Model Description: Here also we consider a single server infinite capacity queu-

ing system in which customers from outside arrive according to a Poisson process with

rate λ and form a queue if server is busy. Service times are exponentially distributed

with parameter µ1. Customers in primary queue interrupt service according to a

Poisson process of rate θ1, in which case he has to go to a lower priority queue. Else,

he completes service and leaves the system forever. Lower priority customers are

taken for service according to head of the line priority whenever the queue of external

customers is found to be empty at a service completion epoch. The service of such

customers is according to a non-preemptive service discipline. A customer from this

low priority queue may interrupt his service according to a Poisson process of rate θ2

up on which he has to go to a third waiting line (of infinite capacity) and wait for his

turn for service. The service time of customers in the ith queue are independent and

identically distributed exponential random variables with parameter µi. Customers

in the ith priority queue also interrupt their service according to a Poisson process

with rate θi or else completes service with service time exponentially distributed with

parameter µi. A maximum of N service interruptions is allowed for any customer so

that i = 2, 3, . . . , N . Thus there are N + 1 queues, the first one constituted solely by

external (primary) customers and the remaining queues are generated by customers

from the just preceding higher priority queue. Thus N dependent queues and one

independent stream of customers served by a single server, form our system. At the

service completion epoch of a low priority customer, the server checks whether there

is any higher priority customer in the system. If there is one in the highest priority,

he takes the head in that queue; else takes the one, if any, from the second queue

and so on. From the (N + 1)th queue, a customer in service leaves on completion of

service (following an exponential distribution with parameter µN+1) or interrupts his

service according to a Poisson process of rate θN+1. In the latter case the customer

leaves the system paying a heavy penalty.
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The infinitesimal generator is

⌢

Q =













A
(n)
00 A

(n)
01

A
(n)
10 A

(n)
1 A

(n)
0

A
(n)
2 A

(n)
1 A

(n)
0

. . . . . .













where,

A
(n)
0 = λI∞, A

(n)
1 = I∞ ⊗Hn

Hn =













Ln U
(n−1)
n 0 ... U

(n−2)
n 0 ... U

(3)
n 0 ... U

(2)
n 0 ... ...

0 Ln U
(n−1)
n 0 ... U

(n−2)
n 0 ... U

(3)
n 0 ... U

(2)
n 0 ...

. . .
. . .

. . .

. . .
. . .

. . .













dim(Ln) = n, n ≥ 3, dim(Un(k)) = n, k = 2, 3, ..., n− 1

(Ln)ij =























− (λ+ θi + µi) j = i = 1, 2, ..., n− 1.

− (λ+ µn) j = i = n

µi j = 1, i = 2, 3, ..., n

0 otherwise

, (Un(k))ij =

{

θk j = 1, i = k

0 otherwise

A
(n)
2 =



















I∞ ⊗Mn I∞ ⊗Nn

I∞ ⊗Mn I∞ ⊗Nn

. . . . . .
. . .



















,

dim(Mn) = dim(Nn) = n

(Mn) ij =

{

µ1 ; j = i = 1

0 ; otherwise

(Nn) ij =

{

θ1 ; j = i = 1

0 ; otherwise

A
(n)
10 =























C∗
n C

(0)
n + I∞ ⊗ C

(1)
n

I∞ ⊗ C
(2)
n I∞ ⊗ C

(1)
n

I∞ ⊗ C
(2)
n I∞ ⊗ C

(1)
n

. . . . . .
. . .























C∗

n =

















µ1

0

0
...

















, C(0)
n =





















0

I∞ ⊗ B1

I∞ ⊗ B2

· · ·

· · ·

I∞ ⊗ Bn−2





















,

dim(Bk) = n× (n− 1), 1 ≤ k ≤ (n− k),

(Bk)ij =

{

µ1 ; i = 1, j = n− k

0 ; elsewhere

and 0 = [ 0 0 · · · ]



484 A. KRISHNAMOORTHY AND MANJUNATH A. S.

dim(C
(1)
n ) = dim(C

(2)
n ) = n× (n− 1)

(C(1)
n )ij =

{

θ1 ; i = j = 1

0 ; elsewhere
(C(2)

n )ij =

{

µ1 ; i = j = 1

0 ; elsewhere

A
(n)
01 =

















K
(0)
n

I∞ ⊗Kn

I∞ ⊗Kn

I∞ ⊗Kn

. . . . . .

















,

K
(0)
n = [ λ 0 0 ... ], dim(Kn) = (n− 1)× n,

(Kn)ij =

{

λ ; j = i+ 1, i = 1, 2, ..., (n− 1).

0 ; elsewhere.

A
(n)
00 =























−λ

M E
(0)
n

E
(2)
n E

(1)
n

E
(2)
n E

(1)
n

. . . . . .























,M =









































µ2

µ3

...

µn













0

0
...





























E(1)
n = I∞⊗Dn1, dim(Dn1) = n−1, (Dn1)ij =

{

− (λ+ µi+1 + θi+1) 1 ≤ i, j ≤ n− 2

− (λ+ µi+1) i = j = n− 1

E(2)
n = E(21)

n + E(22)
n

E(21)
n = I∞⊗D(n−1)

n , dim(D(n−1)
n ) = n−1,

(

D(n−1)
n

)

ij
=

{

µi+1 j = 1, 1 ≤ i ≤ n− 1

0 elsewhere

E(22)
n =











0 G
(n−1)
n ... G

(n−2)
n ... G

(2)
n ...

G
(n−1)
n ... G

(n−2)
n ... G

(2)
n ...

. . .
. . .

. . .










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dim(G
(k)
n ) = (n− 1); (G

(k)
n )ij =

{

θk ; i = k − 1, j = 1

0 ; elsewhere, k = 2, 3, ..., n− 1

E(0)
n =







































J
(1)
n

J
(11)
n J

(1)
n

J
(11)
n J

(1)
n

..

.
. . .

. . .

J
(21)
n J

(22)
n · · · J

(2)
n

J
(21)
n J

(22)
n · · · J

(2)
n

..

.
. . .

. . .
. . .

J
(31)
n J

(32)
n · · · J

(33)
n · · · J

(3)
n

. . .
. . .

. . .

J
((n−2)1)
n J

((n−2)2)
n · · · J

((n−2)3)
n · · · J

((n−2))
n

.

..
. . .

. . .
. . .







































dim(J (k)
n ) = dim(J (km)

n ) = n− 1 ;

{

k = 1, 2, ..., , (n− 2)

m = 1, 2, ..., , k

(

J (k)
n

)

ij
=























− (λ+ µi+1 + θi+1) ; i = j = 1, 2, ..., (n− 2)

− (λ+ µi+1) ; i = j = (n− 1)

θi+1 ; j = i+ 1, i = 1, 2, ..., (n− k + 1)

0 ; elsewhere

(

J (k1)
n

)

ij
=

{

µi+1 ; i = 1, 2, ..., (n− 1) ; j = n− k

0 ; elsewhere

(

J (km)
n

)

ij
=

{

θn−m+1 ; i = n−m, ; j = n− k

0 ; elsewhere, : m = 2, 3, ..., k,

The stability of the system is given to be

λ

µ1 + θ1

[

1 +
N−1
∑

i=1

i
∏

j=1

θj
µj+1 + θj+1

+
θN

µN+1

N−1
∏

j=1

θj
µj+1 + θj+1

]

< 1.

CONCLUSION

In this paper we considered a highly dependent priority queueing system where

low priority customers join the queue from immediately preceding waiting lines. We

assumed that all the underlying distributions are exponential. Analytical expressions

for system state probabilities were computed. The case where external customers

joining low priority queues, depending on their priority, is being analyzed. Further

the presented model is extended to the case where service times are distinct phase

type distributions, depending on the priority class.
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