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ABSTRACT. In this paper, we study multi server finite capacity queueing systems. There are

r regular servers available to serve N number of customers. Customers arrive in the system with

Poisson process and are served exponentially. In this scenario, one server is permanently available.

All r regular servers are not available in the service system at the same time. They come to the

service facility according to the number of customers present in the system. The first server serves

the customers in number less than N1, the second servers serves the customers in number between N1

and N2 and in general lth server (l = 1, 2, 3, ..., r) serves the customers in number between Nl−1 and

Nl (Nl−1 < Nl). When the number of customers exceed Nr, an additional number of m servers will

start providing the service which can be expressed in the general way as sth additional server will be

used when number of customers remain Nr+s to Nr+s+1 (s = 0, 1, 2, ...,m− 1) and Nr+s < Nr+s+1.

We derive the probability distribution function for i customers in the system, the explicit formula

for the expected number of customers in the system, probability that there is kth server in operation

in the system and probability that there are r servers in operation in the system. Some numerical

results have also been obtained so as to show applicability of the model investigated.
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1. INTRODUCTION

It can be found in several literatures that many researchers have been studying

queueing system and related theory in various perspectives in different interval of

time. There are different situations in which a fixed number of customers are served.

Ke et al. [1] considered an infinite capacity M/M/r queueing system in which queue

length determines the number of working servers. They constructed a cost function

deriving the steady-state probability distributions and the expected number of cus-

tomers in the system using a genetic algorithm technique. Baba [2] studied a batch

arrival MX/M/1 queue with multiple working vacation where a server serves cus-

tomers at a lower rate rather than completely stopping service using a quasi upper

triangular transition probability matrix of two-dimensional Markov chain and matrix
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analytic method. Kim et al. [3] proposed a potentially applicable model in slot-

ted digital telecommunication systems and other related areas. They considered a

discrete-time multi-server finite-capacity queueing system with correlated batch ar-

rivals and deterministic service times to present the steady-state distributions and

the transient distributions of the system length. Brill and Hlynka [4] derived M/M/1

queue where arrivals occur single or in pairs dividing into two groups namely Primary

and Secondary to obtain the steady-state probability density function of the work-

load and related quantities. Ghimire et al. [5] developed a mathematical formulae

for mean waiting time in the queue, mean time spent in the system, mean num-

ber of customers in the queue and in the system with the provision of fixed arrival

batch size b. Herbon and Khmelnitsky [6] derived a relation between the means and

variances of the measures in transient time using steady state condition for a First

Come First Serve queue discipline with exponentially distributed service time. They

also proposed a formula similar to Littles law for the means of the queue measures.

Abdollahi and Rad [7] studied heterogeneous k-phases single server M/G/1 queue-

ing system to obtain the distribution of response time, the means of response time,

number of customers in the system and busy period using a steady-state probability

generating function technique. Grag [8, 9] explored a single server queueing model

with a constant time-dependent arrival rate and service rate to obtain an explicit

expression for the state probability distribution using unit step function. Knessl [10]

computed asymptotic approximation to the mean response time for a processor shar-

ing queue with finite capacity K. Gong and Batta [11] developed a two dimensional

generating funcrtion in single server two-priority, pre-emptive queueing model to ob-

tain the average number of customers for each priority class. Ghimire, Basnet [12]

and Ghimire, Ghimire [13] dealt with heterogeneous arrival and departure M/M/1

queue for finite and infinte capacity with vacation and service breakdown respectively

to calculate the various performance measures by using a probability generating func-

tion method. Tonui et al. [14] studied the stability of the single server Markovian

queuing system by the means of sensitivity analysis. Baumann and Sandmann [15]

derived formulae for loss blocking probabilities, expectations and higher moments of

numbers of customers in the queues and in the whole system of phase-type queue-

ing system. Ghimire et al. [16] studied the transient multi-server queuing system

subject to breakdowns without queue of the waiting customers. Ke and Wang [17]

investigated finite capacity G/M/1 queueing model with removable server under N

policy by using supplementary variable technique. Kerbache and Smith [18] modelled

manufacturing facilities as an open finite queueing networks to examine the optimal

routing in layout and location problems from a network optimization perspective.

Kim [19] dealt with a single server inventory control problem to model a queueing

system with finite waiting room and non-instantaneous replenishment process. Kim
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et al. [20] analysed steady-state distribution of the system states of a tandem queue-

ing system with infinite and finite intermediate buffers, heterogeneous customers and

generalized phase-type service time distribution.

In this paper, we develop the mathematical model of a queueing system where

N number of customers are serverd by r number of servers. Arrival of the customers

follow the Poisson stream whereas the service time is distributed exponentially. The

number of servers will increase gradually depending upon the number of customers

present in the system. One server is permanently available and the second server will

start to serve only after the number of customers exceed N1 in the queue. If the queue

length becomes less than N1 then the second server will stop serving. Similarly, after

the number of customers exceed N2, the third server will start serving. For example,

second servers serves the customers in between N1 and N2 and in general lth server

(l = 1, 2, 3, ..., r) serves the customers in number between Nl−1 and Nl (Nl−1 < Nl).

When the number of customers exceedNr, an additional number ofm servers will start

providing the service which can be expressed in the general way as sth additional server

will be used when number of customers remain Nr+s to Nr+s+1 (s = 0, 1, 2, ...,m− 1)

and Nr+s < Nr+s+1. These additional servers will be in use only in some special

cases when all the regular r servers are not able to serve N number of customers.

We derive the explicit formula for the expected number of customers in the system,

the probability distribution function for i customers in the system, probability that

there is kth server in operation in the system and probability that there are r servers

in operation in the system. Some numerical results have also been obtained so as to

show applicability of the model. The model under study may have many ubiquitous

applications in circuit designing, internet service, assembly line in manufacturing

system where the finite capacity has great importance. The model we have developed

can rarely be found in the existing field of queueing system. Jain [21] developed

finite capacity M/M/r queueing system with the provision of removable servers but

she didn’t take m additional servers in the model. In some special situations arrival

rate becomes so high that operation of all the r servers can not handle the arriving

customers. We are addressing this type of conditions by adding another m number

of servers. As an example, we have experienced some extra mobile towers in some

occasitions in some of the particualar areas. Provision of additional servers makes the

system more efficient, sustainable and economic which we have taken into account in

our model. If m = 0, our model is identical to the model proposed by Jain [21]. So

it is meaningful to say that our model is more general.

The remainder of the paper is organized as follows: Section 2 describes the math-

ematical model with all the notations used in the paper along with the probability

distributions for different conditions. Section 3 explains all of the numerical results

obtained by MATLAB simulations, and Section 4 is the conclusion of this paper.
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2. MATHEMATICAL MODEL

In this section, we derive some of the mathematical formulas for the proposed

queueing model. We have used some important assumptions and the notations, which

are as follows:

•: Arrival follows in Poisson process.

•: Service times are exponentially distributed.

•: There are r number of total servers.

•: There are m number of additional servers.

•: The first server is permanently available.

•: The second server starts serving after exceeding N1 customers in the system.

Under these assumptions, following notations are used to describe the mathemat-

ical model.

λ = Arrival rate

µk= Service rate for different state, 1 ≤ k ≤ N

νt=Service rate for the additional server, 1 ≤ t ≤ m

r =Number of servers

φj =
∑j

k=1 µk

ψm =
∑m

t=1 νt

ρj,m = λ
φj+ψm

, ψm = 0 for m=0

Using the mathematical notations above, the following balanced equations can

be established:

(2.1) λP0 = µ1 P1

(2.2) (λ+ µ1)Pi = λPi−1 + µ1Pi+1

(2.3) (λ+ φj)PNj−1 = λPNj−2 + φj+1PNj
, 1 ≤ j ≤ r − 1

(2.4) (λ+ φj)Pi = λPi−1 + φjPi+1, 2 ≤ j ≤ r − 1, Nj−1 ≤ i ≤ Nj − 2

(2.5) (λ+φr−1+ψm)Pi = λPi−1+(φr−1+ψm)Pi+1, Nr−2 ≤ i < N, 1 ≤ m ≤ r−1

(2.6) (λ+ φr + ψr)PN−1 = λPN−2 + (φr + ψr)PN , i = N

where, φj =
∑j

k=1 µk and ψm =
∑m

t=1 νt
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Using the equations above, we can write Pi in terms of P0 for different conditions

as follows:

(2.7) Pi = ρi1,0P0 where ρi1,0 =

(
λ

µ1

)i
, 1 ≤ i ≤ N1 − 1

(2.8) Pi =

[
k−1∏
j=1

ρ
Nj−Nj−1

j,0

]
ρ
i−Nk−1+1
k,0 P0, k = 2, 3, ..., r − 1 Nk−1 ≤ i ≤ Nk − 1

(2.9) Pi =

[
r−1∏
j=1

ρ
Nj−Nj−1
j,t

]
ρ
i−Nr−1+1
r,t P0, Nr−1 ≤ i ≤ N − 1, 1 ≤ t ≤ m

and

(2.10) PN =

[
r−1∏
j=1

ρ
Nj−Nj−1
j,0

](
λ

µ1 + µ2 + µ3 + ...+ µr

)N−Nr−1+1

P0, i = N

(2.11)

Pi =



ρi1,0P0, 1 ≤ i ≤ N1 − 1[∏k−1
j=1 ρ

Nj−Nj−1

j,0

]
ρ
i−Nk−1+1
k,0 P0, k = 2, 3, ...r − 1 Nk−1 ≤ i ≤ Nk − 1[∏r−1

j=1 ρ
Nj−Nj−1
j,t

]
ρ
i−Nr−1+1
r,t P0, Nr−1 ≤ i ≤ N − 1, 1 ≤ t ≤ m[∏r−1

j=1 ρ
Nj−Nj−1
j,0

] (
λ

µ1+µ2+µ3+...+µr

)N−Nr−1+1

P0, i = N

The probability normalizing condition is

N1−1∑
i=0

Pi +
r−1∑
k=2

 Nk−1∑
i=Nk−1

Pi

+
m∑
t=1

 N−1∑
i=Nr−1

Pi

+ PN = 1

P0 =

N1−1∑
i=0

ρi1,0 +
r−1∑
k=2

 Nk−1∑
i=Nk−1

[
k−1∏
j=1

ρ
Nj−Nj−1

j,0

]
ρ
i−Nk−1+1
k,0


+

m∑
t=1

 N−1∑
i=Nr−1

[
r−1∏
j=1

ρ
Nj−Nj−1

j,t

]
ρ
i−Nr−1+1
r,t


+

[
r−1∏
j=1

ρ
Nj−Nj−1

j,0

](
λ

µ1 + µ2 + ...+ µr

)N−Nr−1+1
]−1

(2.12)

Hence, we can write

P0 =
1

α + β + γ + σ
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where

α =

N1−1∑
i=0

ρi1,0 =

N1 ρ1,0 = 1
1−ρN1

1,0

1−ρ1,0 ρ1,0 6= 1

β =
r−1∑
k=2

 Nk−1∑
i=Nk−1

[
k−1∏
j=1

ρ
Nj−Nj−1

j,0

]
ρ
i−Nk−1+1
k,0

 =
r−1∑
k=2

[
k−1∏
j=1

ρ
Nj−Nj−1

j,t

]
ωk

where

ωk =

Nk −Nk−1 ρk,0 = 1

ρk,0

(
1−ρ

Nk−Nk−1
k,0

)
1−ρk,0

ρk,0 6= 1

γ =
m∑
t=1

 N−1∑
i=Nr−1

[
r−1∏
j=1

ρ
Nj−Nj−1

j,t

]
ρ
i−Nr−1+1
r,t

 =
m∑
t=1

[
r−1∏
j=1

ρ
Nj−Nj−1

j,t

]
ωr

where

ωk =

Nr −Nr−1 ρr,t = 1

ρr,t
(
1−ρNr−Nr−1

r,t

)
1−ρr,t ρr,t 6= 1

and

σ =

[
r−1∏
j=1

ρ
Nj−Nj−1

j,0

](
λ

µ1 + µ2 + ...+ µr

)N−Nr−1+1

(i) The average number of customers in the system is

Ls =
N∑
i=0

i.Pi =

N1−1∑
i=0

i.Pi +
r−1∑
k=2

 Nk−1∑
i=Nk−1

i.Pi

+
m∑
t=1

 N−1∑
i=Nr−1

i.Pi

+N.PN

(ii) Probability that the first server is in operation in the system

P (1) = Pr(i ≥ 1) =
N∑
i=1

Pi

(iii) Probability that kth server is in operation in the system

P (k) = Pr(i ≥ Nk−1) =

(
r−1∑
j=k

ωj + γ

)
P0

(iv) Probability that there are r servers in operation in the system

P (r) = Pr(i ≥ Nr−1) = (γ + σ)P0
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3. NUMERICAL RESULTS

All the results we obtained here are verified by means of computer simulations

using MATLAB programming. Figure 1 shows the relations between probability and

different arrival rates. Whenever the arrival rate increases, the probability of getting

service decreases. At the same time, when service rate increases probability of getting

served increases which is realistic in nature.

 

Figure 1. Probability vs Arrival Rate

Similarly, Figure 2 represents the relationship between mean queue length and

arrival rate. As the arrival rate increases, the queue length also increases. It is

quite obvious in nature that when the arrival rate becomes faster, the queue length

increases and people have to wait for a longer time to get served. In real life, this

type of situation arises whenever some of the necessary and daily consumed items

become shortage in the market. People have the tendency of reserving those items

for the future without caring how long they have to wait in a queue.

Finally, Table 1 shows the different arrival rates and their corresponding proba-

bilities. Arrival has been varied from 3 to 4.8 at an interval of 0.2. and Pi have been

observed for different conditions. P0 combines all the probabilities for all possible

Pi and hence it decreasing as the values of arrival rate is increasing. On the other
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Figure 2. Mean Queue Length vs Arrival Rate

 

Table 1. Probability distribution for different arrival rates

hand, Pi are increasing for the increasing arrival rate which is because of the inverse

relations with P0.
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4. CONCLUSIONS

In many of the realistic situations, it is not possible to provide service for all of

the customers. Keeping these conditions in mind, there are a number of areas where

service providers put restrictions and decide to provide the service only for limited

quota. If these quotas are fulfilled, no additional incoming customers can get service.

But in this paper, we have studied multi-server queueing system where second server

starts serving whenever the queue length becomes longer than N1. Here, arrival is

heterogeneous which is realistic in nature. If the queue length becomes longer than

expected without exceeding the capacity, some additional servers are subjected to

provide service. In some conditions, the queue length becomes so long that all r

servers can not handle the customers. We have added another m number of servers

to manage these kinds of difficulties. This kind of model is applicable in circuit

designing, internet service and also in assembly line in manufacturing system. If

transient condition is added in the model, the scenario becomes more challenging and

interesting too.
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