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1. INTRODUCTION

In this paper we present some results of existence and multiplicity of positive solutions

for the boundary value problem










−u′′(x) = f(x, u(x)) x ∈ (0, 1)

au(0) − bu′(0) = 0,

cu(1) + du′(1) = 0,

(1.1)

wherea, b, c andd are nonegative real numbers such thatac+ad+cb > 0 andf : [0, 1]×
R

+→ R
+ is a continuous function such thatf(t, x) > 0 for all (t, x) ∈ [0, 1] × (0, +∞) .

By a positive solution to problem(1.1) we understand a functionu ∈ C2 ([0, 1]) satis-

fying all equations in(1.1) .

We can find in many papers conditions which guarantee existence or multiplicity of

positive solutions for problem(1.1) , see [2], [3], [4], [5], [7], [8] and [9] and refernces

therein. Often in these hypotheses is involved the positionof the ratiof(t, x)/x aboutλ1

at0 or∞ (see [3], [4], [5] and[9]); Hereλ1 is the first eigenvalue of










−u′′(x) = λu(x) x ∈ (0, 1)

au(0) − bu′(0) = 0,

cu(1) + du′(1) = 0.

In the same spirit, we will prove in this paper that if there exists two bounded intervals

I andJ satisfying some conditions at there endpoints (see Theorem3.4 in section 3) and

such that the ratiof(t, x)/x is great thanλ1 in I and is less thanλ1 in J, then the boundary

value problem(1.1) admits a positive solution. This result is obtained by combining fixed
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point index properties with quadratures technics. Throughout, for u ∈ C ([0, 1]) ‖u‖ =

sup {|u (x)| , x ∈ [0, 1]} .

The paper is organized as follows. In the following section we recall breefly some basic

facts related to the fixed point index theory. In the third section we state main results. In

the fourth section we prove some technical lemmas. Proofs ofmain results are posteponed

to the fifth section and we end the paper by two examples of Dirichlet boundary value

problems having multiple positive solutions.

2. FIXED POINT INDEX THEORY

Let E be a real Banach space andK a closed subset ofE.

K is called a cone if

• K is convex

• tx ∈ K for all t ≥ 0 andx ∈ K,

• if x ∈ K and(−x) ∈ K thenx = 0.

K is called a retract ofE if there exists a continuous mappingr : E → K such that

r (x) = x for all x ∈ K. A such mapping is called a retraction.

From a theorem proved by Dugundji, every nonempty closed convex set ofE is a

retract ofE. In particular every cone ofE is a retract ofE.

Let K be a retract ofE andU an open bounded subset ofK such thatU ⊂ B(0, R).

For any completly continuous mappingf : U → K with f (x) 6= x for all x ∈ ∂U , the

integer given by

i (f, U, K) = deg
(

I − f ◦ r, B(0, R) ∩ r−1 (U) , 0
)

wheredeg is the Leray-Schauder degree, is well defined and is called fixed point index.

Properties of fixed point index:

1. Normality : i (f, U, K)= 1 if f (x) = x0 ∈ U for all x ∈ U

2. Homotopy invariance : Let H : [0, 1]×U → K be a completly continuous mapping

such thatH (t, x) 6= x for all (t, x) ∈ [0, 1] × ∂U. The integeri(H (t, ·) , U, K) is

independent oft.

3. Additivity :

i (f, U, K) = i (f, U1, K) + i (f, U2, K)

wheneverU1 andU2 are two disjoint open subsets ofU such thatf has no fixed point

in U \ (U1 ∪ U2).

4. Permanence: If K ′ is a retract ofK with f
(

U
)

⊂ K ′ then

i (f, U, K) = i (f, U ∩ K ′, K ′) .

5. Solution property : If i (f, U, K) 6= 0 thenf admits a fixed point inU.



TWO POINT BOUNDARY VALUE PROBLEM 179

Now we assume thatK is a cone and for allR > 0, we denote byKR = B (0, R)∩K.

We need in this work the following lemmas which give a computation of i (f, U, K) .

Lemma 2.1. If f (x) 6= λx for all x ∈ ∂KR = ∂B(0, R) ∩ K andλ ≥ 1 then

i (f, KR, K) = 1.

Lemma 2.2. If

• f(x) 6= λx for all x ∈ ∂KR = ∂B(0, R) ∩ K andλ ∈ ]0, 1] and

• inf {‖f(x)‖ : x ∈ ∂KR} > 0

then

i (f, KR, K) = 0.

For more details and proofs we refer the reader to [6].

3. MAIN RESULTS

The statement of main results need the following notations.Let D be the subset ofR4

defined by

D =
{

(a, b, c, d) ∈ R
4 : a ≥ 0, b ≥ 0, c ≥ 0, d ≥ 0 andac + ad + cb > 0.

}

For allx ∈ R

sgn (x) =







|x|
x

if x 6= 0,

0 if x = 0.

For all (a, b, c, d) ∈ D we denote by

2∗ = 2 (a, b, c, d) = 2sgn(ac).

Throughout this paper, for(a, b, c, d) ∈ D, λ1 = λ1 (a, b, c, d) is the first eigenvalue of

the boundary value problem










−u′′(x) = λu(x) x ∈ (0, 1) ,

au(0) − bu′(0) = 0,

cu(1) + du′(1) = 0.

For (a, b, c, d) ∈ D andβ ∈ (0, λ1) , η∗ = η (a, b, c, d, β) is the positive real number

defined by

η∗ =



















































inf

(

√

b2λ1

a2 + b2λ1
,

√

d2λ1

c2 + d2λ1

)

if b 6= 0 andd 6= 0

√

b2λ1

a2 + b2λ1
if b 6= 0 andd = 0

√

d2λ1

c2 + d2λ1
if b = 0 andd 6= 0

sin

(

π −
√

β

2

)

if b = 0 andd = 0.
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For (a, b, c, d) ∈ D let G∗ : (0, +∞) → (0, +∞) be the function defined by

G∗ (x) =
√

x + arcsin

(

√

b2x

a2 + b2x

)

+ arcsin

(

√

d2x

c2 + d2x

)

− π.

Proposition 3.1.λ1 is the unique solution of the equationG∗ (x) = 0. Moreoverλ1 (a, b, c, d)

is nondecreasing with respect to the variablesb andd and is nonincreasing with respect to

the variablesa andc.

Proposition 3.2. Problem(1.1) admits no positive solution whenever one of the following

situations
f (t, x)

x
> λ1 for all (t, x) ∈ [0, 1] × (0, +∞) ,

and
f (t, x)

x
< λ1 for all (t, x) ∈ [0, 1] × (0, +∞)

holds true.

Remark 3.3. We deduce immediatly from Proposition 3.2 that a necessary condition for

existence of a positive solution to Problem(1.1) is that the ratiof (t, x) /x must change its

position relatively to the eigenvalueλ1.

The main result of this paper is the following theorem.

Theorem 3.4.Suppose that there exist six real numbersp, q, r, s, α andβ such that

0 ≤ p < q ≤ r < s

and

0 < β < λ1 < α.

If one of the following situations(3.1) and(3.2)

f(t, x) ≥ αx ∀ (t, x) ∈ [0, 1] × [p, q] ,

f(t, x) ≤ βx ∀ (t, x) ∈ [0, 1] × [r, s] ,

2∗√
α

(

p
√

q2 − p2
+

π

2
− arcsin

(

p

q

)

)

< 1 and

r

s
< η∗.

(3.1)

f(t, x) ≤ βx ∀ (t, x) ∈ [0, 1] × [p, q] ,

f(t, x) ≥ αx ∀ (t, x) ∈ [0, 1] × [r, s] ,
2∗√
α

(

r√
s2 − r2

+
π

2
− arcsin

(r

s

)

)

< 1 and

p

q
< η∗.

(3.2)

holds true, then Problem(1.1) admits a positive solutionu with q < ‖u‖ < s.

Remark 3.5. 1. The conditionβ < λ1 < α in Theorem 3.4 is suggested by Remark 3.3.
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2. Note that a necessary condition for existence of an interval [p, q] such that the condi-

tion
2∗√
α

(

p
√

q2 − p2
+

π

2
− arcsin

(

p

q

)

)

< 1

is satisfied is

α >

(

2∗

2
π

)2

=











λ1 (a, 0, c, 0) if ac 6= 0

λ1 (0, b, c, 0) if bc 6= 0

λ1 (a, 0, 0, d) if ad 6= 0.

Sinceλ1 (a, b, c, d) nondecreasing with respect of the variablesb andd and is non-

decreasing with respect of the variablesa and c, it is easy to see thatα > λ1 implies

α >
(

2∗

2
π
)2

.

Remark 3.6. It is proved in [8] (see Theorem 3) that if there exist two continuous functions

gi : R
+ → R

+ for i = 1, 2 such that

g1 (x) ≤ f(t, x) ≤ g2 (x) for all (t, x) ∈ [0, 1] × (0, +∞) (3.3)

and there existw, w ∈ R
+ with

∫ w

0

(g2(s) − λ1s ) ds < 0 <

∫ w

0

(g1(s) − λ1s ) ds (3.4)

then Problem(1.1) admits a positive solution.

It is easy to see that Hypotheses(3.3) and(3.4) implies that there exist two bounded

intervalsI andJ such that

f(t, x) < λ1x for all (t, x) ∈ [0, 1] × I and

λ1x < f(t, x) for all (t, x) ∈ [0, 1] × J.

Theorem 3.4 recover the following result proved in [4].

Corollary 3.7. Suppose that one of the following hypotheses

lim inf
x→0

(

min
t∈[0,1]

f(t, x)

x

)

> λ1 and lim sup
x→+∞

(

max
t∈[0,1]

f(t, x)

x

)

< λ1 (3.5)

and

lim sup
x→0

(

max
t∈[0,1]

f(t, x)

x

)

< λ1 and lim inf
x→+∞

(

min
t∈[0,1]

f(t, x)

x

)

> λ1 (3.6)

holds true, then Problem(1.1) admits a positive solution.

Proof. If Hypothesis(3.5) holds true (the other case is proved similarly) then forε > 0

small enough there exists0 < q < r such that

f(t, x) ≥ (λ1 + ε)x for x ∈ [0, q] and

f(t, x) ≤ (λ1 − ε) x for x ∈ [r, +∞) .
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Thus, takingp = 0 ands = δr with δ large enough Hypothesis(3.1) is satisfied and

Theorem 3.4 ensures existence of positive solution to Problem(1.1) .

We derive from Theorem 3.4 the following multiplicity result;

Corollary 3.8. Suppose that there exists six finite sequences,(pi)
i=n+1
i=1 , (qi)

i=n+1
i=1 , (ri)

i=n

i=1 ,

(si)
i=n

i=1 , (αi)
i=n+1
i=1 and(βi)

i=n

i=1 (n ≥ 1) such that

0 ≤ p1 < q1 ≤ r1 < s1 ≤ p2 < q2 ≤ r2 < s2 ≤ · · · ≤ rn < sn ≤ pn+1 < qn+1.

If one of the following situations(3.7) and(3.8)

f(t, x) ≥ αjx ∀ (t, x) ∈ [0, 1] × [pj, qj ] ,

f(t, x) ≤ βix ∀ (t, x) ∈ [0, 1] × [ri, si] ,

0 < βi < λ1 < αj ,

2∗
√

αj





pj
√

q2
j − p2

j

+
π

2
− arcsin

(

pj

qj

)



 < 1 and

ri

si

< η∗

i = η (a, b, c, d, βi) .

(3.7)

f(t, x) ≤ αjx ∀ (t, x) ∈ [0, 1] × [pj, qj ] ,

f(t, x) ≥ βix ∀ (t, x) ∈ [0, 1] × [ri, si] ,

0 < αj < λ1 < βi

2∗√
βi

(

ri
√

s2
i − r2

i

+
π

2
− arcsin

(

ri

si

)

)

< 1 and

pj

qj

< η∗

j = η (a, b, c, d, αi) .

(3.8)

holds true for all1 ≤ i ≤ n and1 ≤ j ≤ n + 1, then Problem(1.1) admits2n positive

solutions(ui)
i=n

i=1 and(vi)
i=n

i=1 with qi < ‖ui‖ < si andsi < ‖vi‖ < qi+1 for all 1 ≤ i ≤ n.

Proof. We give the proof in the case where Hypothesis(3.7) is satisfied, the other case is

checked similarly.

Takingp = pi, q = qi, r = ri ands = si then Hypothesis(3.1) of Theorem 3.4 is

satisfied for alli = 1, . . . , n. Thus, Porblem(1.1) admitsn solutions(ui)
i=n

i=1 with qi <

‖ui‖ < si for all i = 1, 2, . . . , n.

Also, takingp = ri, q = si, r = pi+1 ands = qi+1 then Hypothesis(3.2) of Theorem

3.4 is satisfied for all1 ≤ i ≤ n. Thus, Porblem(1.1) admitsn solutions(vi)
i=n

i=1 with

si < ‖vi‖ < qi+1 for all 1 ≤ i ≤ n.
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4. TECHNICAL LEMMAS

Let u be a positive solution to the boundary value problem










−u′′(x) = g(x, u(x)) x ∈ (0, 1)

au(0) − bu′(0) = 0,

cu(1) + du′(1) = 0,

(4.1)

where(a, b, c, d) ∈ D andg : [0, 1]×R
+→ R

+ is a continuous function such thatg(t, x) >

0 for all (t, x) ∈ [0, 1] × (0, +∞) .

It is clear thatu is concave and admits a unique critical point in[0, 1] denoted through-

out byθ, at whichu reaches its maximum value. Moreover, ifa 6= 0, u is increasing on

[0, θ] and ifc 6= 0, u is decreasing on[θ, 1] .

Multiplying the differential equation in(4.1) by u′ and integrating betweenθ ands ∈
[0, 1] we get

(u′(s))
2

= 2

∫ θ

s

g(τ, u (τ))u′(τ)dτ (4.2)

Thus, ifa 6= 0 then for allt ∈ [0, θ]

θ − t =

∫ u(θ)

u(t)

du(s)

u′(s)
=

∫ u(θ)

u(t)

du(s)
√

2λ
∫ θ

s
f(τ, u (τ))u′(τ)dτ

(4.3)

and if c 6= 0 then for allt ∈ [θ, 1]

t − θ =

∫ u(θ)

u(t)

−du(s)

u′(s)
=

∫ u(θ)

u(t)

du(s)
√

2
∫ θ

s
f(τ, u (τ))u′(τ)dτ

. (4.4)

Lemma 4.1. a)Suppose thata 6= 0 and there exists somet1 ∈ [0, θ] andA > 0 such

that

g(τ, u(τ)) ≥ Au(τ) for all τ ∈ [t1, θ] . (4.5)

Then for allt ∈ [0, θ]

θ − t ≤ 1√
A















π

2
− arcsin

(

u(t1)

u (θ)

)

if t ∈ [t1, θ]

u(t1)
√

u2(θ) − u2 (t1)
+

π

2
− arcsin

(

u(t1)

u (θ)

)

if t ∈ [0, t1]
(4.6)

Moreover ift1 = 0 then

θ ≤ 1√
A

(

π

2
− arcsin

(

√

b2A

a2 + b2A

))

. (4.7)

b) Suppose thatc 6= 0 and there exists somet2 ∈ [θ, 1] andA > 0 such that

g(τ, u(τ)) ≥ Au(τ) for all τ ∈ [θ, t2] . (4.8)
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Then for allt ∈ [θ, 1]

t − θ ≤ 1√
A















π

2
− arcsin

(

u(t2)

u (θ)

)

if t ∈ [θ, t2]

u(t2)
√

u2(θ) − u2 (t2)
+

π

2
− arcsin

(

u(t2)

u (θ)

)

if t ∈ [t2, 1]
(4.9)

Moreover ift2 = 0 then

1 − θ ≤ 1√
A

(

π

2
− arcsin

(

√

d2A

c2 + d2A

))

(4.10)

Proof. a) For t ∈ [0, θ] we distinguish two cases.

• If t ∈ [t1, θ] then we derive from(4.2) and(4.6) that

θ − t ≤
∫ u(θ)

u(t)

du(s)
√

A (u2(θ) − u2 (s))
(4.11)

=
1√
A

(

π

2
− arcsin

(

u(t)

u (θ)

))

≤ 1√
A

(

π

2
− arcsin

(

u(t1)

u (θ)

))

• If t ∈ [0, t1] , since the functions →
∫ θ

s
g(τ, u (τ))u′(τ)dτ is decreasing on[0, θ] ,

we derive from(4.2) and(4.6) that

θ − t ≤
∫ u(θ)

u(t1)

du(s)
√

A (u2(θ) − u2 (s))
+

∫ u(t1)

u(t)

du(s)
√

A (u2(θ) − u2 (t1))

=
1√
A

(

u(t1)
√

u2(θ) − u2 (t1)
+

π

2
− arcsin

(

u(t1)

u (θ)

)

)

. (4.12)

Now if t1 = 0 it follows from (4.11)

θ ≤ 1√
A

(

π

2
− arcsin

(

u(0)

u(θ)

))

. (4.13)

Moreover, we obtain from(4.2)

a2u2(0) = b2 (u′(0))
2

= b2

∫ θ

0

g(τ, u(τ))u′(τ)dτ ≥ b2A
(

u2(θ) − u2 (0)
)

whence
u(0)

u(θ)
≥
√

b2A

a2 + b2A
. (4.14)

Inserting(4.14) in (4.13) we obtain

θ ≤ 1√
A

(

π

2
− arcsin

(

√

b2A

a2 + b2A

))

.

b) is checked similarly since the functions →
∫ θ

s
g(τ, u (τ))u′(τ)dτ is increasing on

[θ, 1] .
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Lemma 4.2. a) Suppose thata 6= 0 and there exists somet3 ∈ [0, θ] andB > 0 such that

g(τ, u(τ)) ≤ Bu(τ) for all τ ∈ [t3, θ] . (4.15)

Then for allt ∈ [0, θ]

θ − t ≥ 1√
B















π

2
− arcsin

(

u(t)

u (θ)

)

if t ∈ [t3, θ]

π

2
− arcsin

(

u(t3)

u (θ)

)

if t ∈ [0, t3] .
(4.16)

Moreover ift3 = 0 then

θ ≥ 1√
B

(

π

2
− arcsin

(

√

b2A

a2 + b2A

))

(4.17)

b) Suppose thatc 6= 0 and there exists somet4 ∈ [θ, 1] andB > 0 such that

g(τ, u(τ)) ≤ Bu(τ) for all τ ∈ [θ, t4] . (4.18)

Then for allt ∈ [θ, 1]

t − θ ≥ 1√
B















π

2
− arcsin

(

u(t)

u (θ)

)

if t ∈ [θ, t4]

π

2
− arcsin

(

u(t4)

u (θ)

)

if t ∈ [t4, 1]
(4.19)

Moreover ift4 = 1 then

1 − θ ≥ 1√
B

(

π

2
− arcsin

(

√

d2A

c2 + d2A

))

(4.20)

Proof. We present the proof of the case a) the other case is checked similarly. It follows

from (4.3) for t ∈ [t3, θ]

θ − t ≥
∫ u(θ)

u(t)

du(s)
√

2
∫ θ

s
f(τ, u (τ))u′(τ)dτ

≥
∫ u(θ)

u(t)

du(s)
√

B (u2(θ) − u2 (s))

=
1√
B

(

π

2
− arcsin

(

u(t)

u (θ)

))

,

and fort ∈ [0, t3]

θ − t ≥
∫ u(θ)

u(t3)

du(s)
√

2
∫ θ

s
g(τ, u (τ))u′(τ)dτ

≥
∫ u(θ)

u(t3)

du(s)
√

B (u2(θ) − u2 (s))

=
1√
B

(

π

2
− arcsin

(

u(t3)

u (θ)

))

.
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In particular ift3 = 0 then

θ ≥ 1√
B

(

π

2
− arcsin

(

u(0)

u (θ)

))

.

As in the proof of Lemma 4.1, we check from(4.2)

u(0)

u(θ)
≤
√

b2B

a2 + b2B

and then

θ ≥ 1√
B

(

π

2
− arcsin

(

√

b2B

a2 + b2B

))

.

5. PROOFS

5.1. Proof of Proposition 3.1. Applying Lemmas 4.1 and 4.2 forg = f andA = B = λ1

we deduce from(4.7), (4.10), (4.17) and(4.20)

1 =
1√
λ1

(

π − arcsin

(

√

b2A

a2 + b2A

)

− arcsin

(

√

d2A

c2 + d2A

))

that is

G∗ (λ1) = 0.

At the end, using Implicit Function Theorem yield the monotonicity properties ofλ1 (·, ·, ·, ·) .

5.2. Proof of Proposition 3.2. Let φ be the positive eigenfunction associated to the eigen-

valueλ1. If u is a positve solution to Problem(1.1) then multiplying the differential equa-

tion in (1.1) by φ and integrating over[0, 1] we get the relation

∫ 1

0

(f(τ, u(τ)) − λ1u (τ)) φ (τ) dτ = 0.

which is impossible in both the cases

f (t, x)

x
> λ1 for all (t, x) ∈ [0, 1] × (0, +∞) ,

and

f (t, x)

x
< λ1 for all (t, x) ∈ [0, 1] × (0, +∞) .
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5.3. Proof of Theorem 3.4. Let E be the Banach space of all continuous function defined

on [0, 1] equiped with its norm

‖u‖ = sup {|u ((x))| , x ∈ [0, 1]} .

We denoteC2
# = {u ∈ C2 ([0, 1]) : au(0) − bu′(0) = 0 andcu(1) + du′(1) = 0} . Let

L : C2
# → E be the operator defined byLu = −u′′ with the inverse L−1 : E → C2

#

is given byL−1u (x) =
∫ 1

0
g (x, t) u (t) dt whereg is the Green function associated to the

operatoru → −u′′ with the boundary conditionsau(0) − bu′(0) = 0, cu(1) + du′(1) = 0.

It is well known thatu is a solution to Problem(1.1) if and only if u = Tu where

Tu(x) =

∫ 1

0

g (x, t) f(t, u(t))dt.

T is completely continuous sinceT = j ◦ L−1 ◦ N : E → E wherej : C2
# → E is

the compact embeding ofC2
# in E andN : E → E is the Nymitski operator defined by

Nu(x) = f(x, u(x)).

Let K be the cone defined by

K = {u ∈ E : u(x) ≥ p(x) ‖u‖ for all x ∈ [0, 1]},

where forx ∈ [0, 1]

p(x) = min(x, 1 − x).

Let us show thatT (K) ⊂ K. If u ∈ K andv = Tu then the positivity on[0, 1] of

f(t, u(t)) implies thatv is concave and ifv reaches its maximum att0 then we have in all

the situations

• t0 ∈ (0, 1), v(x) = v(( x
t0

)t0 + (1 − ( x
t0

))0) ≥ ( x
t0

)v(t0) + (1 − ( x
t0

))v(0) ≥ p(x) ‖v‖
if x ∈ [0, t0] andv(x) = v(( 1−x

1−t0
)t0 +(x−t0

1−t0
)) ≥ ( 1−x

1−t0
)v(t0)+ (x−t0

1−t0
)v(1) ≥ p(x) ‖v‖

if x ∈ [t0, 1],

• t0 = 1, v(x) = v(x + (1 − x)0) ≥ xv(1) + (1 − x)v(0) ≥ p(x) ‖v‖ and

• t0 = 0, v(x) = v(x + (1 − x)0) ≥ xv(1) + (1 − x)v(0) ≥ p(x) ‖v‖ .

We suppose in the followingac 6= 0 and Hypothesis(3.1) is satisfied (the other cases can

be proved in similar way).

Let us computei (T, Ks, K) whereKs = K ∩ B (0, s) . In view of Lemma 2.1, let

u ∈ E be such thatTu = µu with µ ≥ 1 and‖u‖ = s. Thenu satisfies










−u′′(x) = µ−1f(x, u(x)) x ∈ (0, 1)

au(0) − bu′(0) = 0,

cu(1) + du′(1) = 0.

Applying Lemma 4.2 forg = µ−1f, t3 < t4 are such thatu (t3) = u (t4) = r and

B = µ−1β we obtain from(4.16), (4.17), (4.19) and(4.20)

1 ≥
√

µ√
β

(π − arcsin (ρ1) − arcsin (ρ2)) (5.1)
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where

ρ1 = max

(
√

βµ−1b2

a2 + βµ−1b2
,
r

s

)

andρ2 = max

(
√

βµ−1d2

c2 + βµ−1d2
,
r

s

)

.

Since
r

s
< η∗ andβµ−1 < λ1, the inequality(5.1) becomes

1 >
1√
λ1



π − arcsin





√

b2λ1

a2 + b2λ1



− arcsin





√

d2λ1

c2 + d2λ1









that is

G∗ (λ1) > 0

which is impossible.

So, hypothesis of Lemma 2.1 is satisfied and

i (T, Ks, K) = 1.

Now, let us computei (T, Kq, K). In view of Lemma 2.2, letu ∈ E be such thatTu = µu

with µ ≤ 1 and‖u‖ = q. Thenu satisfies










−u′′(x) = µ−1f(x, u(x)) x ∈ (0, 1)

au(0) − bu′(0) = 0,

cu(1) + du′(1) = 0.

Applying Lemma 4.1 forg = µ−1f , t1 < t2 are such thatu (t1) = u (t2) = p and

A = αµ−1 we obtain from(4.6) and(4.9)

1 ≤ 2
√

µ√
α

(

p
√

q2 − p2
+

π

2
− arcsin

(

p

q

)

)

,

this is impossible sinceµ ≤ 1 and

2√
α

(

p
√

q2 − p2
+

π

2
− arcsin

(

p

q

)

)

< 1.

It remains to prove thatinf{‖Tu‖ , u ∈ K∩∂B(0, q)} > 0. Denotem = inf{f (t, x) /x,

(t, x) ∈
[

1
4
, 3

4

]

×
[

1
4
q, q
]

} > 0 and letu ∈ K ∩ ∂B(0, q). We have for allx ∈
[

1
4
, 3

4

]

Tu(x) =

∫ 1

0

g(x, t)f(t, u(t))dt ≥ M

∫ 1

0

g(t, t)f(t, u(t))dt

≥ M

∫ 3

4

1

4

g(t, t)f(t, u(t))dt ≥ Mm

∫ 3

4

1

4

g(t, t)u(t)dt

≥ Mmq

∫ 3

4

1

4

g(t, t)p(t)dt > 0,

where

M = min

(

c + 4d

4(c + d)
,

a + 4b

4(a + b)

)
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is computed as in formula (2.4) of [4].

Thereforeinf{‖Tu‖ , u ∈ K ∩ ∂B(0, q)} ≥ Mmq
∫

3

4

1

4

g(t, t)p(t)dt > 0.

Thus, hypotheses of Lemma 2.2 are satisfied and

i (T, Kq, K) = 0.

At the end, we deduce from the additivity of the fixed point index and the solution

property that

i (T, Kqs, K) = i (T, Ks, K) − i (T, Kq, K) = 1

andT admits a fixed point inKqs = {x ∈ K, q < ‖x‖ < s} which is a positive solution

to Problem(1.1). This completes the proof of Theorem 3.4.

6. EXAMPLES

6.4. Example 1. Consider the boundary value problem
{

−u′′(x) = f(u(x)), x ∈ (0, 1)

u(0) = u(1) = 0,
(6.1)

wheref(u) = π2

(

u2 − 11

4
u + 2

)

.

By simple computations we can see that

f(x) ≥ 3

2
π2x for x ∈

[

0,
1

2

]

,

f(x) ≤ 1

4
π2x for x ∈ [1, 2] and

f(x) ≥ 9π2x for x ∈ [12, 13] .

So, takingp1 = 0, q1 =
1

2
, r1 = 1, s1 = 2, p2 = 12, q2 = 13, α1 = 3

2
π2, β1 = 1

4
π2

andα2 = 9π2 we deduce from Corollary 3.8 that Problem(6.1) has two positive solutions

u1 andu2 such that0 < ‖u1‖ < 2 < ‖u2‖ < 13.

6.5. Example 2. Consider the boundary value problem
{

−u′′(x) = f(u(x)), x ∈ (0, 1)

u(0) = u(1) = 0,
(6.2)

wheref(u) = π2u (1 + ω sin (u)) andω = 0.99.

Choosingpk = σπ + 2 (k − 1) π andqk = (1 − σ)π + 2 (k − 1)π for all k ∈ N
∗ with

σ ∈
(

0, 1
2

)

, we get

f(u) ≥ π2 (1 + ω sin (σπ)) u ∀u ∈ [pk, qk] ,

that isαk = π2 (1 + ω sin (σπ)) for all k ∈ N
∗.
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One can prove by simple computations that the functionH defined onR+ by

H (x) =
2

π
√

1 + ω sin (σπ)

(

σ + 2x
√

(1 − 2σ) (1 + 4x)
+

π

2
− arcsin

(

σ + 2x

1 − σ + 2x

)

)

is increasing and has

lim
x→∞

H (x) =
2

π
√

1 + ω sin (σπ)

1
√

(1 − 2σ)
.

Thus, choosingσ small enough, we get

H (k − 1) < 1.

Now, takingrk = π (1 + θ) + 2 (k − 1)π andsk = π (2 − θ) + 2 (k − 1)π for all

k ∈ N
∗ with θ ∈

(

0, 1
2

)

, we get

f(u) ≤ π2 (1 − ω sin (θπ)) u ∀u ∈ [rk, sk] ,

that isβk = π2 (1 − ω sin (θπ)) for all k ∈ N
∗.

Numerical computations give forθ =
11

24
,

r1

s1
,

r2

s2
,

r3

s3
< η∗ = sin

(π

2

(

1 −
√

1 − ω sin (θπ)
))

<
r4

s4
.

Thus, we deduce from Corollary 3.8 that Problem(6.2) admits six positive solutions,

(ui)
i=6
i=1 such that

q1 < ‖u1‖ < s1 < ‖u2‖ < q2 < ‖u3‖ < s2 < ‖u4‖ < q3 < ‖u5‖ < s3 < ‖u6‖ < q4.
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