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1. INTRODUCTION

Recently there have been special situations in decision making, organizational

transformation, chaotic equations, wavelet theory and so on, where specific equations

with anticipation as well as retardation and anticipation appear in modeling [2,5,6].

This lead to the initiation of the study of the general theory of differential equations

involving anticipation as well as retardation and anticipation in [15] and continued in

[7,8].

Integro differential equations [13] appear to be suitable models to investigate

problems in biology and social sciences. The monotone iterative technique is an effec-

tive and a flexible mechanism to obtain theoretical as well as constructive existence

results in a sector, which isa closed set. Using the lower and upper solutions of a

given system, the sector is determined. These lower and upper solutions form lower

and upper bounds for the solutions of the considered differential equations [2,9,10,11].

Hence in this paper we develop the monotone iterative technique for integro differ-

ential equations with retardation and anticipation, to study the existence of coupled

minimal and maximal solutions of the considered equations.
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2. PRELIMINARIES

We begin with the integro differential equation given by,

x′ = f(t, x, Sx), t ∈ J,

x(t0) = x0

where Sx(t) =
t∫

t0

K(t, s)x(s)ds, t ∈ J K(t, s) ∈ C[J × J,R], and f ∈ C[J × R ×

R,R]. There has been an extensive study of these equations in [13]. The monotone

iterative technique for initial value problem and periodic boundary value problems

was developed in [3,13].

The initial value problem for delay differential equation is described by

x′ = f(t, xt), t ∈ J,

xt0
= φ0,

φ0 ∈ C1 = C[[−h1, 0], R] and f ∈ C[J × C1, R]. Much literature exists for the above

equations in [14] and the monotone iterative technique for delay differential equations

was developed in [11]. The differential equation with anticipation is given by

x′ = f(t, x, xt), t ∈ J,

xT = ψ0,

ψ0 ∈ C2 = C[[0, h2], R] and f ∈ C[J × R × C2, R]. Combining all these types of

equations we describe the following differential equation with retardation and antici-

pation.

Consider the integro differential equation with retardation and anticipation given

by

x′ = f(t, x, Sx, xt, x
t), t ∈ J, (2.1)

xt0
= φ0, xT = ψ0 (2.2)

where φ0 ∈ C1, ψ0 ∈ C2 and f ∈ C[J × R× R× C1 × C2, R].

The following definitions are a prerequisite to introduce the monotone method.

Definition 2.1 (Coupled Lower and Upper Solutions). (i) A function v0 ∈ C1[J,R]

is said to be coupled lower solution of (2.1) and (2.2) if v′0 ≤ f(t, v0, Sv0, v0t, w
t

0)

where v0t0
= φ1, v0

T = ψ1;

(ii) A function w0 ∈ C1[J,R] is said to be coupled upper solution of (2.1) and (2.2)

if w′

0 ≥ f(t, w0, Sw0, w0t, v
t

0) where w0t0
= φ2, w0

T = ψ2, and φ1, φ2 ∈ C1,

ψ1, ψ2 ∈ C2 such that φ1 ≤ φ0 ≤ φ2, ψ1 ≤ ψ0 ≤ ψ2.

Definition 2.2 (Maximal and Minimal Solutions). (i) Let r(t) be a solution of (2.1)

and (2.2), then r(t) is said to be maximal solution if for every solution x(t) of

(2.1) and (2.2) existing on [t0, T ], the inequality x(t) ≤ r(t) holds for t ∈ [t0, T ].
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(ii) Let ρ(t) be a solution of (2.1) and (2.2), then ρ(t) is said to be minimal solution

if for every solution x(t) of (2.1) and (2.2) existing on [t0, T ], the inequality

ρ(t) ≤ x(t) holds for t ∈ [t0, T ]

3. MAIN RESULTS

We first give the necessary notation. Let I = [t0 − h1, T + h2] with h1 > 0, h2 > 0,

J = [t0, T ] and x ∈ C[I, R], We Define the integral operator S ∈ C[C[J,R], C[J,R]].

by Sx(t) =
t∫

t0

K(t, s)x(s)ds, t ∈ J where K(t, s) ∈ C[J × J,R], and maxK(t, s) =

k1 (t ∈ J). Next consider the integro differential equation with retardation and

anticipation given by

x′ = f(t, x, Sx, xt, x
t), t ∈ J (3.1)

xt0
= φ0, xT = ψ0 (3.2)

where f ∈ C[J × R × R × C1 × C2, R], C1 = C[[−h1, 0], R], C2 = [[0, h2], R], and

φ0 ∈ C1, ψ0 ∈ C2. Furthermore, xt : [−h1, 0] → R is such that xt(s) = x(t + s),

−h1 ≤ s ≤ 0 and, xt : [0, h2] → R is such that xt(σ) = x(t + σ), 0 ≤ σ ≤ h2. We

need the following lemma concerning the linear integro differential equations involving

retardation and anticipation to develop the monotone iterative technique.

Lemma 3.1. Let p ∈ C[[t0 − h1, T ]
⋂
C1[J,R]] where J = [t0, T ] and

p′(t) ≤ −N1p(t) −N2Sp(t) +

0∫

−h1

pt(s)ds on J (3.3)

where Sp(t) =
t∫

t0

K(t, s)p(s)ds. Suppose further that either

A) p(t0) ≤ pt0
(s) ≤ 0, s ∈ [−h1, 0] and,

[N1 +N2k1(T − t0) +N3h1](T − t0) ≤ 1. (3.4)

or

B) pt0
(s) ≤ 0, s ∈ [−h1, 0], p ∈ C1[[t0 − h1, T ], R], and p′(t) ≤ λ

T−t0+h1

, where

t ∈ [t0 − h1, t0], min p(s) = −λ, λ ≥ 0 and [t0 − h1, t0], maxK(t, s) = k1, t ∈ J

[N1 +N2k1(T − t0) +N3h1](T − t0 + h1) ≤ 1 (3.5)

then, p(t) ≤ 0 on J .

Proof. Assume that the conclusion of the Lemma does not hold, A) There exists

t1, t2 ∈ J such that t1 < t2, p(t2) > 0, and min p(t) = −λ = p(t1) ≤ 0 with λ ≥ 0.

[t0 − h1, t2]. Let us first consider the case λ > 0. By mean value theorem there exists

t ∈ [t1, t2] such that,

p′(t) =
p(t2) − p(t1)

t2 − t1
>

λ

T − t0
(3.6)
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on the other hand, we have,

p′(t) ≤ −N1p(t) −N2Sp(t) −N3

0∫

−h1

pt(s)ds

≤ N1λ−N2

t∫

t0

K(t, s)p(s)ds−N3

0∫

−h1

p(t+ s)ds

≤ N1λ+N2k1λ(T − t0) +N3λh1

≤ [N1 +N2k1(T − t0) +N3h1]λ

p′(t) ≤
λ

T − t0
(3.7)

by hypothesis (A) this is contradiction to (3.6). Hence p(t) ≤ 0 on J . If λ = 0 then

p(t) ≥ 0 on [t0 − h1, t2] but from (3.7), p′(t) ≤ 0. As a consequence p(t2) ≤ p(0) ≤ 0,

which contradicts the fact that p(t2) > 0. Hence in this case also p(t) ≤ 0 on J .

B) The minimal value of p(t) on [t0 −h1, t2] lies on [t0 −h1, t0], min p(t) = min p(t) =

−λ = p(t ′) ≤ 0 where t′ ∈ [t0−h1, t0], [t0 −h1, t2], [t0 −h1, t0]. Hence using the mean

value theorem on [t′, t2], there exists t̂ ∈ [t′, t2] such that

p′(t̂) =
p(t2) − p(t′)

t2 − t′
>

λ

T − t0 + h1

(3.8)

Now t̂ may belong to either [t0 − h1, t0] or [t0, t2]. We consider the two possibilities.

If t̂ ∈ [t0, t2] then (3.5) yields,

p′(t̂) ≤ −N1p(t̂) −N2Sp(t̂) −N3

0∫

−h1

pbt
(s)ds

≤ N1λ−N2

bt∫

t0

K( t̂, s)p(s)ds−N3

0∫

−h1

p( t̂+ s)ds

≤ N1λ+N2k1λ(T − t0) +N3λh1

≤ [N1 +N2k1(T − t0) +N3h1]λ

≤
λ

T − t0 + h1

which is a contradiction to (3.8) and thus we conclude that p(t) ≤ 0 on J . If t̂ ∈

[t0 − h1, t0] then from (3.8) we have p′(t̂) > λ

T−t0+h1

which is a contradiction to

hypothesis (B). Hence p(t) ≤ 0 on J and the proof is complete.

We now state the following hypothesis which is needed.
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H1 : v0, w0 ∈ C1[J,R] satisfying, v′0 ≤ f(t, v0, Sv0, v0t, w
t

0), v0t0
= φ1, v

T

0 = ψ1, and

w′

0 ≥ f(t, w0, Sw0, w0t, v
t

0), w0t0
= φ2, w

T

0 = ψ2, where φ1, φ2 ∈ C1, ψ1, ψ2 ∈ C2,

such that φ1 ≤ φ0 ≤ φ2 and ψ1 ≤ ψ0 ≤ ψ2, and v0(t) ≤ w0(t) on J ;

H2 : f(t, x, x, φ, ξ) is non increasing in ξ for each (t, x, x, φ);

H3 : f(t, x, x, φ, ψ)− f(t, y, y, ξ, ψ) ≥ −M1(x− y)−M2(x− y)−M3

0∫

−h1

(φ− ξ)(s)ds,

with [M1 + M2k0(T − t0) + M3h1](T − t0) ≤ 1, and M(T − t0) >
1
2
, where

v0(t) ≤ y ≤ x ≤ w0(t), Sv0(t) ≤ y ≤ x ≤ Sw0(t), M1,M2,M3 ≥ 0, v0t ≤ ξ ≤

φ ≤ w0t, φ, ξ ∈ C1, ψ ∈ C2;

H4 : v0t0
− φ0, φ0 − w0t0

satisfying the assumptions of Lemma 3.1.

We now proceed to present the main result.

Theorem 3.2. Suppose that the assumptions H1 to H4 are satisfied. Then there

exist monotone sequences {vn(t)}, {wn(t)} such that vn(t) → ρ(t) and wn(t) → r(t)

uniformly as, n → ∞ in [t0 − h1, T + h2] and that ρ, r are coupled minimal and

maximal solutions of (3.1), (3.2).

Proof. For any η, ν ∈ [v0, w0], consider the linear integro differential equation with

retardation and anticipation given by,

x′ +M1x = −M2Sx−M3

0∫

−h1

xt(s)ds+ g(t) (3.9)

where g(t) = f(t, η(t), Sη(t), ηt, ν
t) + M1η(t) + M2Sη(t) + M3

0∫

−h1

ηt(s)ds. Now by

using the variation of parameters and simplifying we get,

x(t) = x(t0)e
−M1(t−t0) + e−M1t

t∫

t0

eM1s[−M2Sx−M3

0∫

−h1

xs(σ)dσ + g(s)]ds

which is a solution of the linear differential equation. Now define,

Fx(t) = x(t0)e
−M1(t−t0) + e−M1t

t∫

t0

eM1s[−M2Sx−M3

0∫

−h1

xs(σ)dσ + g(s)]ds

We claim that F is a contraction and to show this consider

|Fx(t) − Fy(t)| =

∣∣∣∣∣

[

x(t0)e
−M1(t−t0)

+ e−M1t

t∫

t0

eM1s



−M2Sx(s) −M3

0∫

−h1

xs(σ)dσ + g(s)



 ds
]
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−



x(t0)e−M1(t−t0) + e−M1t

t∫

t0

eM1s[−M2Sy(s) −M3

0∫

−h1

ys(σ)dσ + g(s)]ds




∣∣∣∣∣

≤ e−M1t

[
M2k0|x− y|0(T − t0)

eM1t

M1
+M3|x− y|0h1

(
eM1t − eM1t0

M1

)]

≤
M2k0|x− y|0(T − t0)

M1

+
M3|x− y|0h1

M1

(1 − eM1(t0−t))

≤
M2k0|x− y|0(T − t0)

M1

+
M3|x− y|0h1

M1

≤

(
M2k0(T − t0) +M3h1

M1

)
|x− y|0

For any x, y ∈ C[J,R] and the norm | · | is the supremum norm in C[J,R]. So we

have that F is a contraction using hypothesis H3. Thus by contraction principle F has

a unique fixed point and the linear integro differential equation with retardation and

anticipation has a unique solution. Now we proceed to build the iterates. Consider

the following coupled linear problem for n = 1, 2, 3, 4 . . .

v′
n+1 = f(t, vn, Svn, vnt, w

t

n
) −M1(vn+1 − vn) −M2[Svn+1 − Svn]

−M3

0∫

−h1

(vn+1t − vnt)(s)ds

w′

n+1 = f(t, wn, Swn, wnt, v
t

n
) −M1(wn+1 − wn) −M2[Swn+1 − Swn]

−M3

0∫

−h1

(wn+1t − wnt)(s)ds,

where vn+1t0
= φ0, wn+1t0

= φ0 and vn+1
T , wn+1

T are chosen such that v0
T ≤ v1

T ≤

v2
T ≤ · · · ≤ vn

T ≤ vn+1
T ≤ wn+1

T ≤ wn
T ≤ · · · ≤ w1

T ≤ w0
T and {vn

T}, {wn
T}

converges uniformly to φ0 on [0, h2]. Now clearly the linear problem has a unique

solution on [t0 − h1, T + h2] we wish to show that v0 ≤ v1 ≤ v2 ≤ · · · ≤ vn ≤ vn+1 ≤

wn+1 ≤ wn ≤ · · · ≤ w1 ≤ w0 on J . We first claim that v0 ≤ v1 on J . For this consider

p = v0 − v1

p′ = v′0 − v′1

≤ f(t, v0, Sv0, v0t, w
t

0) − {f(t, v0, Sv0, v0t, w
t

0) −M1(v1 − v0) −M2[Sv1 − Sv0]

−M3

0∫

−h1

(v1t − v0t)(s)ds}

≤ −M1p(t) −M2Sp(t) −M3

0∫

−h1

pt(s)ds
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But pt0
≤ v0t0

− v1t0
= φ0 − φ0 = 0. Now M1,M2,M3 are such that hypothesis of

Lemma 3.1 is satisfied. Thus we can conclude that p(t) ≤ 0 on J . Hence v0 ≤ v1 on

J . Similarly we can show that w1 ≤ w0 on J . Next we consider

p = v1 − w1

p′ = v′1 − w′

1

=




f(t, v0, Sv0, v0t, w
t

0) −M1(v1 − v0) −M2[Sv1 − Sv0] −M3

0∫

−h1

(v1t − v0t)(s)ds






−

{

f(t, w0, Sw0, w0t, v
t

0) −M1(w1 − w0) −M2[Sw1 − Sw0]

−M3

0∫

−h1

(w1t − w0t)(s)ds

}

= [f(t, v0, Sv0, v0t, w
t

0) − f(t, w0, Sw0, w0t, v
t

0)] −M1(v1 − v0) −M2[Sv1 − Sv0]

−M3

0∫

−h1

(v1t − v0t)(s)ds+M1(w1 − w0) +M2[Sw1 − Sw0]

+M3

0∫

−h1

(w1t − w0t)(s)ds

using the hypothesis H2 and simplifying we get,

≤ −M1p(t) −M2Sp(t) −M3

0∫

−h1

pt(s)ds

But pt0
≤ v1t0

− w1t0
= φ0 − φ0 = 0. Now M1,M2,M3 are such that hypothesis of

Lemma 3.1 is satisfied. Thus we can conclude that p(t) ≤ 0 on J . Hence v1 ≤ w1

on J , and thus we proved that v0 ≤ v1 ≤ w1 ≤ w0 on J . Now assume that for some

n = k v0 ≤ v1 ≤ v2 ≤ · · · ≤ vk ≤ wk ≤ · · ·w1 ≤ w0 on J . Now we claim that

vk ≤ vk+1 ≤ wk+1 ≤ wk on J . Next we consider

p = vk − vk+1

p′ = v′
k
− v′

k+1

= [f(t, vk−1, Svk−1, vk−1t, wk−1
t) − f(t, vk, Svk, vkt, wk

t)]

−M1(vk − vk−1) +M1(vk+1 − vk)

−M2[Svk − Svk−1] +M2[Svk+1 − Svk] −M3

0∫

−h1

(vkt − vk−1t)(s)ds
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+M3

0∫

−h1

(vk+1t − vkt)(s)ds

using the hypothesis H2 and simplifying we get,

≤ −M1(vk − vk+1) −M2[Svk − Svk+1] −M3

0∫

−h1

(vkt − vk−1t)(s)ds

≤ −M1p(t) −M2Sp(t) −M3

0∫

−h1

pt(s)ds

But pt0
≤ vkt0

− vk+1t0
= φ0 − φ0 = 0. Now M1,M2,M3 are such that hypothesis of

Lemma 3.1 is satisfied. Thus we can conclude that p(t) ≤ 0 on J . Hence vk ≤ vk+1.

Similarly we can show that wk+1 ≤ wk on J . We next show that vk+1 ≤ wk+1 on J .

For this consider

p = vk+1 − wk+1

p′ = v′
k+1 − w′

k+1

= f(t, vk, Svk, vkt, wk
t) −M1(vk+1 − vk) −M2[Svk+1 − Svk]

−M3

0∫

−h1

(vk+1t − vkt)(s)ds

− {f(t, wk, Swk, wkt, vk
t) −M1(wk+1 − wk) −M2[Swk+1 − Swk]

−M3

0∫

−h1

(wk+1t − wkt)(s)ds}

using the hypothesis H2 and simplifying we get,

≤ −M1p(t) −M2Sp(t) −M3

0∫

−h1

pt(s)ds

But pt0
≤ vk+1t0

− wk+1t0
= φ0 − φ0 = 0. Now M1,M2,M3 are such that hypothesis

of Lemma 3.1 is satisfied. Thus we can conclude that p(t) ≤ 0 on J . vk+1 ≤ wk+1

on J . Now using mathematical induction,we observe that, v0 ≤ v1 ≤ v2 ≤ · · · ≤

vk ≤ vk+1 ≤ wk+1 ≤ wk ≤ · · ·w1 ≤ w0, The sequences {vn} and {wn} are uniformly

bounded and equicontinuous. Hence from Ascoli’s Theorem and Dini’s Theorem we

can conclude that the sequences {vn} and {wn} converges uniformly on [t0−h1, T+h2]

i.e., vn → ρ and wn → r uniformly on [t0 − h1, T + h2]. To show that ρ and r

are coupled minimal and maximal solutions of (3.1) and (3.2). We have v′
n+1 =
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f(t, vn, Svn, vnt, wn
t) −M1(vn+1 − vn) −M2[Svn+1 − Svn] −M3

0∫

−h1

(vn+1t − vnt)(s)ds

where vk+1t0
= φ0. The corresponding integral equation is given by,

vn+1(t) = x0 +

t∫

t0

[
f(t, vn, Svn, vnt, wn

t) −M1(vn+1 − vn)

−M2[Svn+1 − Svn] −M3

0∫

−h1

(vn+1t − vnt)(s)ds

]
ds.

It is easy to show that ρ is a solution of (3.1) and (3.2) since by taking limit as

n → ∞. We conclude that ρ(t) = x0 +
t∫

t0

f(t, ρ, Sv(ρ), ρt, r
t)ds Similarly we show

that r(t) is also a solution of (3.1) and (3.2). To prove ρ and r are minimal and

maximal solutions of (3.1) and (3.2) respectively, we need to show that if x(t) is any

solution of (3.1) and (3.2) with xt0
= φ0, x

T = ψ0 such that v0 ≤ x ≤ w0 on J then

vn ≤ ρ ≤ r ≤ wn on J . Next we consider

p = v1 − x

p′ = v′1 − x′

= {f(t, v0, Sv0, v0t, w
t

0) − f(t, x, Sx, xt, x
t)} −M1(v1 − v0)

−M2[Sv1 − Sv0] −M3

0∫

−h1

(v1t − v0t)(s)ds

≤



−M1(v0 − x) −M2[Sv0 − Sx] −M3

0∫

−h1

(v0t − xt)(s)ds



 −M1(v1 − v0)

−M2[Sv1 − Sv0] −M3

0∫

−h1

(v1t − v0t)(s)ds

≤ −M1(v0 − x+ v1 − v0) −M2[Sv0 − Sx+ Sv1 − Sv0]

−M3

0∫

−h1

(v0t − xt + v1t− v0t)(s)ds

≤ −M1(v1 − x) −M2[Sv1 − Sx] −M3

0∫

−h1

(v1t− xt)(s)ds

≤ −M1p(t) −M2Sp(t) −M3

0∫

−h1

pt(s)ds
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But pt0
≤ v1t0

− xt0
= φ0 − φ0 = 0. Now M1,M2,M3 are such that hypothesis of

Lemma 3.1 is satisfied. Thus we can conclude that p(t) ≤ 0 on J , v1 ≤ x on J ,

similarly we show that x ≤ w1 on J . Therefore v1 ≤ x ≤ w1 on J . Assume the result

is true for n = k, v0 ≤ v1 ≤ · · · ≤ vk ≤ · · · ≤ ρ ≤ x ≤ r ≤ wk ≤ · · · ≤ w1 ≤ w0 on J .

Next we prove this for n = k + 1. For this consider

p = vk+1 − x

p′ = v′
k+1 − x′

= f(t, vk, Svk, vkt, w
t

k
) −M1(vk+1 − vk) −M2[Svk+1 − Svk]

−M3

0∫

−h1

(vk+1t − vkt)(s)ds− f(t, x, Sx, xt, x
t)

using the hypothesis H2 and simplifying we get,

≤ −M1(vk+1 − x) −M2[Svk+1 − Sx] −M3

0∫

−h1

(vk+1t − x)(s)ds

≤ −M1p(t) −M2Sp(t) −M3

0∫

−h1

pt(s)ds

But pt0
≤ vk+1t0

− xt0
= φ0 − φ0 = 0. Now M1,M2,M3 are such that hypothesis

of Lemma 3.1 is satisfied. Thus we can conclude that p(t) ≤ 0 on J . vk+1 ≤ x on

J . Similarly we show that x ≤ wk+1 on J . Therefore by mathematical induction we

conclude that for all n, vn ≤ x ≤ wn, t ∈ J . By taking the limit as n → ∞ we

conclude that ρ ≤ x ≤ r, t ∈ J . Therefore v0 ≤ v1 ≤ v2 ≤ · · · ≤ vn ≤ · · · ≤ ρ ≤

x ≤ r ≤ · · · ≤ wn ≤ · · ·w1 ≤ w0 on J . Therefore ρ and r are coupled minimal and

maximal solutions of (3.1) and (3.2). Hence the theorem.
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