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ABSTRACT. We investigate the existence of positive solutions of nonlocal multipoint boundary

value problems for second order nonlinear differential equations. The nonlinearity depends on the

derivative of the unknown function, and is allowed to change sign infinitely many times. We rely the

method of lower and upper solutions to prove our main result. In fact, using the same technique,

we obtain a multiplicity result without extra assumptions.
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1. INTRODUCTION

In this paper, we investigate the existence of positive solutions of second order

differential equations with nonlocal multipoint boundary conditions. The nonlinearity

is a continuous functions depending on the first derivative of the unknown function

and may changes sign with respect to its second argument. We provide sufficient

conditions that guarantee the existence of at least one positive solution. More specif-

ically, we are concerned with the problem of the existence of positive solutions of the

following boundary value problem






























y′′(t) + f(t, y(t), y′(t)) = 0, t ∈ (0, 1),

y(0) −
n

∑

i=1

aiy(ξi) = 0,

y(1) −

m
∑

i=1

biy(ηi) = 0,

(1.1)

where f : [0, 1] × R
2 → R is continuous, ai, i = 1, 2, . . . , n and bj , j = 1, 2, . . . , m

are nonnegative real parameters and their interior boundary points ξi, ηj ∈ (0, 1) are

not necessarily ordered. Problems dealing with the existence of positive solutions

of second order differential equations are very important in the applied sciences; for

instance, they arise thermal conduction problems [4], semiconductor problems [10],
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hydrodynamic problems [5], where only positive solutions, i.e., solutions y satisfying

y(t) > 0 for all t ∈ (0, 1) are meaningful. It is well known that Krasnoselskii’s

fixed point theorem in a cone has been instrumental in proving existence of positive

solutions of two-point boundary value problems for second order differential equations.

See for instance [1, 14] and the references therein. Several authors have investigated

nonlocal problems similar to (1.1). For integral boundary conditions we refer to

[2, 9, 15, 16] and for multipoint boundary conditions we refer to [6, 11, 13, 17]. In this

paper, we consider a more general problem where the nonlinear term is a continuous

function depending also on the first derivative of the unknown function and is allowed

to change sign infinitely many times. We assume the existence of positive lower and

upper solutions, and we exploit the fact that the nonlinearity changes sign to prove

our main result. In fact, by the same technique, we obtain a multiplicity result as a

byproduct of our main result with no extra assumptions and without relying on the

five functionals fixed point theorem, see for instance [11]. We do not rely on cone

preserving mappings, and the sign of the Green’s function of the corresponding linear

homogeneous problem plays no role in our study.

2. PRELIMINARIES

Let I denote the real interval [0, 1]. C2(I) denotes the space of all continuous

functions u : I → R, together with their derivatives up to order 2. For u ∈ C2(I) we

define its norm by ‖u‖ = max(‖u‖0, ‖u
′‖0, ‖u

′′‖0), where ‖u‖0 = max{|u(t)|; t ∈ I}.

Equipped with this norm C2(I) is a Banach space.

Definition 2.1. α ∈ C2(I) is called a lower solution of (1.1) if

α′′(t) + f(t, α(t), α′(t)) ≥ 0, t ∈ (0, 1),

α(0) −

n
∑

i=1

aiα(ξi) ≤ 0,

α(1) −

m
∑

j=1

bjα(ηj) ≤ 0.

Similarly, we say that β ∈ C2(I) is an upper solution of (1.1) if the above inequalities

are reversed when we substitute β for α.

The following result, known as the Leray-Schauder alternative (see [7, Theo-

rem 2.4, page 4]), plays and important role in our study.

Theorem 2.2. Let E be a normed space and let T : E → E be completely continuous

operator (i.e. a map that restricted to any bounded set in E is compact). Let S(T ) =

{x ∈ E; x = λT (x) for some 0 < λ < 1}. Then either the set S(T ) is unbounded, or

T has at least one fixed point.
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3. MAIN RESULTS

Consider the nonlinear problem






























y′′(t) + f(t, y(t), y′(t)) = 0 t ∈ (0, 1),

y(0) −

n
∑

i=1

aiy(ξi) = 0,

y(1) −

m
∑

j=1

bjy(ηj) = 0,

where the nonlinearity f : [0, 1] × R
2 → R is continuous and satisfies

(H1) there exist a lower solution α, and an upper solution β such that 0 ≤ α(t) ≤ β(t)

for all t ∈ [0, 1] andf(t, β(t), β ′(t)) > 0 > f(t, α(t), α′(t));

(H2) there exists Ψ : [0, +∞) → [1, +∞) continuous and nondecreasing with
∫ +∞

0
u du
Ψ(u)

= +∞, such that |f(t, y, z)| ≤ Ψ(|z|), ∀t ∈ [0, 1], α ≤ y ≤ β, z ∈ R.

Remark 3.1. α ≤ y ≤ β means α(t) ≤ y(t) ≤ β(t) for all t ∈ I.

Define △ : C2(I) → [α, β] by △(y) = min{β, max{y, α}} = max{α, min{y, β}}.

It is clear that △ is a bounded operator and α(t) ≤ △(y(t)) ≤ β(t) for each t ∈ I.

Moreover, △(y(t)) = β(t) if y(t) > β(t) and △(y(t)) = α(t) if y(t) < α(t).

Theorem 3.2. Assume (H1) and (H2) are satisfied. Then (1.1) has at least one

positive solution, y ∈ [α, β].

Proof. Step 1. A priori estimates on solutions.

For λ ∈ [0, 1] consider the following modified equation, for t ∈ (0, 1)

y′′(t) + λf(t,△(y(t)), y′(t)) = (1 − λ)y(t) + λ[y(t) −△(y(t))]Ψ(|y′(t)|), (3.1)

and the boundary conditions

y(0) = λ

n
∑

i=1

ai△(y(ξi)) + (1 − λ)△(y(0)), (3.2)

y(1) = λ

n
∑

i=1

bi△(y(ηi)) + (1 − λ)△(y(1)). (3.3)

Claim 1. Every solution of (3.1), (3.2), (3.3) satisfies α(t) ≤ y(t) ≤ β(t) for all

t ∈ I.

We show that y(t) ≤ β(t) for each t ∈ I. Suppose this is not true. Then

there is τ ∈ I such that y(τ) > β(τ). Let z(t) = y(t) − β(t) for each t ∈ I and

z(t0) = maxt∈I{z(t)}. Then z(τ) > 0 implies that z(t0) > 0. If t0 ∈ (0, 1) then

z′(t0) = 0 and z′′(t0) ≤ 0. It follows from (3.1) and the definition of β, that

(i) for λ = 0 we have, from (3.1), that y′′(t0) = y(t0), so that

0 ≥ y′′(t0) − β ′′(t0) = y(t0) − β ′′(t0) ≥ y(t0) + f(t0, β(t0), β
′(t0))
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> β(t0) + f(t0, β(t0), β
′(t0)) > 0.

This is clearly a contradiction.

(ii) For 0 < λ ≤ 1, we have

0 ≥ y′′(t0) − β ′′(t0)

≥ −λf(t0,△(y(t0)), y
′(t0)) + (1 − λ)y(t0)

+ λ[y(t0) −△(y(t0))]Ψ(|y′(t0)|) + f(t0, β(t0)), β
′(t0))

= (1 − λ)f(t0, β(t0)), β
′(t0)) + (1 − λ)y(t0) + λz(t0)Ψ(|y′(t0)|)

> (1 − λ)f(t0, β(t0)), β
′(t0)) + (1 − λ)β(t0) + λz(t0)Ψ(|β ′(t0)|) > 0,

which gives a contradiction.

Now, if t0 = 0 then z(0) > 0, z′(0) ≤ 0, so that y(0) > β(0) and y′(0) ≤ β ′(0).

We have the following contradiction.

β(0) < y(0) = λ

n
∑

i=1

ai△(y(ξi)) + (1 − λ)△(y(0))

≤ λ

n
∑

i=1

aiβ(ξi) + (1 − λ)β(0)

≤ λβ(0) + (1 − λ)β(0) = β(0).

Also, if t0 = 1, again we arrive at a contradiction. In this case we have y(1) > β(1)

and y′(1) ≥ β ′(1), and so

β(1) < y(1) = λ

n
∑

i=1

bi△(y(ηi)) + (1 − λ)△(y(1))

≤ λ

n
∑

i=1

biβ(ηi) + (1 − λ)β(1)

≤ λβ(1) + (1 − λ)β(1) = β(1).

Therefore, we have proved that y(t) ≤ β(t) for each t ∈ I. Similarly, we can show

that y(t) ≥ α(t) for each t ∈ I.

Claim 2. Let R1 := ‖β −α‖0. Then there exists R2 > 0, independent of λ, such

that every solution y ∈ [α, β] of (3.1), (3.2), (3.3) satisfies |y′(t)| ≤ R2 for every t ∈ I.

Let Φ(z) := (1+3‖β‖0)Ψ(|z|). Then Φ has the same properties as Ψ (see assump-

tion (H2)). Choose R2 so that
∫ R2

0
udu
Φ(u)

≥ R1. We want to show that |y′(t)| ≤ R2 for

every t ∈ I.

Suppose, on the contrary that there exists τ1 ∈ I such that |y′(τ1)| > R2. Then,

by the continuity of y′ on I, there exists an interval [µ, ξ] ⊂ [0, 1] such that the

following situations occur:

(i) y′(µ) = 0, y′(ξ) = R2, 0 < y′(t) < R2, for all t ∈ (µ, ξ),
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(ii) y′(µ) = R2, y′(ξ) = 0, 0 < y′(t) < R2, for all t ∈ (µ, ξ),

(iii) y′(µ) = 0, y′(ξ) = −R2, −R2 < y′(t) < 0, for all t ∈ (µ, ξ),

(iv) y′(µ) = −R2, y′(ξ) = 0, −R2 < y′(t) < R2, for all t ∈ (µ, ξ).

We study the first case. The other cases can be handled in a similar way.

Since λ ∈ [0, 1], it follows from (3.1) that for t ∈ (µ, ξ)

y′′(t) = −λf(t,△(y(t)), y′(t)) = (1 − λ)y(t) + λ[y(t) −△(y(t))]Ψ(|y′(t)|)

≤ |f(t,△(y(t)), y′(t))| + |y(t)| + |y(t) −△(y(t))|Ψ(y′(t))

≤ Ψ(y′(t)) + ‖β0‖ + [|y(t)| + |△(y(t))|]Ψ(y′(t))

≤ Ψ(y′(t)) + ‖β0‖ + 2‖β‖0Ψ(y′(t)).

Since Ψ(y′(t)) ≥ 1 it follows that

y′′(t) ≤ (1 + 3‖β |0)Ψ(y′(t)) = Φ(y′(t)).

Therefore
y′′(t)y′(t)

Φ(y′(t))
≤ y′(t), for all t ∈ (µ, ξ).

This inequality implies
∫ t

µ

y′′(s)y′(s)

Φ(y′(s))
ds ≤

∫ t

µ

y′(s) ds = y(t) − y(µ) ≤ β(t) − α(µ) ≤ R1.

Hence
∫ y′(t)

0

udu

Φ(u)
≤ R1 ≤

∫ R2

0

udu

Φ(u)
,

so that
∫ R2

y′(t)

udu

Φ(u)
≥ 0.

Since u
Φ(u)

> 0 it follows that y′(t) ≤ R2 for all t ∈ (µ, ξ). Taking into account all the

four cases we see that |y′(t)| ≤ R2 for all t ∈ I.

It follows from the continuity of f and Ψ and the boundedness of the operator

△ that there exists R3 > 0 such that |y′′(t)| ≤ R3 for all t ∈ I.

Consequently, we have shown that all possible solutions y, of (3.1), (3.2), (3.3)

satisfy the a priori bound ‖y‖ ≤ R, where R = max(‖β‖0, R2, R3).

Step 2. Existence of solutions of (3.1), (3.2), (3.3).

It is clear the problem (3.1), (3.2), (3.3) is equivalent to the abstract equation

Ly = Γ(λ, y),

where L : C2(I) → C(I) × R
2 is defined by

Ly(t) = (y′′(t), y(0), y(1)),

and

Γ(λ, y) = (F (λ, y), A(λ, y), B(λ, y)),
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with

F (λ, y)(t) = −λf(t,△(y(t)), y′(t)) + (1 − λ)y(t) + λ[y(t) −△(y(t))]Ψ(|y′(t)|),

A(λ, y) = λ

n
∑

i=1

ai△(y(ξi)) + (1 − λ)△(y(0)),

B(λ, y) = λ

n
∑

i=1

bi△(y(ηi)) + (1 − λ)△(y(1)).

Since L−1 exists, is compact and Γ(λ, ·) is continuous, the operator L−1Γ(λ, ·) is

completely continuous. Also, it follows from the previous step that the set of solutions

of y = L−1Γ(λ, y) for 0 < λ < 1, is bounded. Then by Theorem 2.2 the operator

L−1Γ(1, ·) has a fixed point z0. It is clear from Claim 1 that z0 ∈ [α, β] and, therefore

it is a solution of problem (1.1).

4. ITERATIVE METHOD

In this section we shall develop an iterative method, which is not necessary mono-

tone, to construct a sequence of functions which converges uniformly to a solution of

(1.1). For this purpose we shall assume that, f : [0, 1] × R
2 → R is continuous and

satisfies, in addition to (H1) and (H2),

(H3) (f(t, u2, v) − f(t, u1, v))(u2 − u1) > 0 whenever u2 ≥ u1 for all v ∈ R.

Theorem 4.1. Assume that (H1),(H2),(H3) hold. Then (1.1) has at least one solu-

tion u ∈ [α, β].

To prove the theorem, we shall construct a sequence of functions satisfying some

properties that will be specified later, and which converges uniformly on I to the

desired solution.

The proof of the theorem shall be based on several lemmas. The first lemma is

of independent interest.

Lemma 4.2. Let φ : I × R → R be continuous, bounded and satisfy the following

condition:

(Hφ) (φ(t, u2) − φ(t, u1))(u2 − u1) > 0 whenever u2 ≥ u1 for all u1, u2 ∈ R.

Then for any real numbers δ, ρ the boundary value problem










−u′′(t) = φ(t, u(t)), t ∈ I,

u(0) = δ,

u(1) = ρ,

(4.1)

has a unique solution u.
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Proof. Uniqueness. Suppose that problem (4.1) has two solutions x and u. Put

z = x − u. Then z(0) = z(1) = 0. Now, we have a function z continuous on I with

z(0) = z(1) = 0. If z(t) = 0 for all t ∈ I, we are done. Suppose that there exists

s ∈ I such that z(s) 6= 0. We assume that z(s) > 0. The other case can be handled

in a similar way. Then there exists τ ∈ I such that

z(τ) = max
t∈I

z(t) > 0, z′(τ) = 0 and z′′(τ) ≤ 0.

Then

0 ≥ z(τ)z′′(τ) = −(x(τ) − u(τ))(φ(τ, u(τ)) − φ(τ, x(τ)))

= (φ(τ, x(τ)) − φ(τ, u(τ)))(x(τ) − u(τ)).

But condition (Hφ) implies that

(φ(τ, x(τ)) − φ(τ, u(τ)))(x(τ) − u(τ)) > 0.

This clear contradiction implies that z(τ) = 0. It follows that z(t) = 0 for all t ∈ I,

i.e. x(t) = u(t) for all t ∈ I, which shows uniqueness of the solution.

Existence. For λ ∈ [0, 1] consider the family of problems










−u′′(t) = λφ(t, u(t)), t ∈ I,

u(0) = λδ,

u(1) = λρ,

(4.2)

For λ = 0, problem (4.2) has only the trivial solution. So, we consider the case

λ ∈ (0, 1].

(i) u is a solution of (4.2) if and only if it satisfies, for t ∈ I,

u(t) = λ

(

ρt + δ(1 − t) +

∫ 1

0

(1 − t)φ(s, u(s))ds−

∫ t

0

(t − s)φ(s, u(s))ds

)

. (4.3)

Indeed, it is clear that the differential equation in (4.2) implies

u(t) = u(0) + u′(0)t − λ

∫ t

0

∫ s

0

φ(τ, u(τ))dτ ds.

Then

u(t) = u(0) + u′(0)t − λ

∫ t

0

(t − s)φ(s, u(s)) ds.

Multiplying the differential equation in (4.2) by (1 − t) and integrating the resulting

equation from 0 to 1, we obtain

u′(0) = u(1) − u(0) + λ

∫ 1

0

(1 − s)φ(s, u(s)) ds (4.4)

Substituting the values of u(1) and u(0) gives (4.3).
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(ii) We show that there exists a positive constant L0, independent of λ, such that

any possible solution u of (4.2) satisfies

‖u‖ ≤ L0. (4.5)

The boundedness of φ implies that there exists Mφ > 0 such that |φ(t, u(t))| ≤ Mφ

for all t ∈ I, so that ‖u′′‖0 ≤ Mφ. Since u′(t) = u′(0) − λ
∫ t

0
φ(τ, u(τ)) dτ , we have

|u′(t)| ≤ |u′(0)| + Mφ,

It follows from (4.4) that

|u′(t)| ≤ |ρ| + |δ| + Mφ.

From (4.3), we infer that

|u(t)| ≤ |ρ| + |δ| + 2Mφ.

Let L0 = |ρ| + |δ| + 2Mφ. Then any possible solution of u of (4.2) satisfies (4.5).

(iii) Define and operator Υ : C2(I) → C2(I) by (Υu)(t) = the right hand side

of (4.3). Let Ω := {u ∈ C2(I); ‖u‖ ≤ L0}. Then, it is easily seen that (Υ(Ω)) is

uniformly bounded and equicontinuous. The Arzelà-Ascoli theorem implies that the

operator Υ is compact. Moreover, the set of all solutions u of the equation u = λΥu

is bounded (see (4.5)). It follows from Theorem 2.2 that u = Υu has at least one

solution. Thus, (4.2) has at least one solution for λ = 1, which is, in fact, unique

from the previous step. Thus, u is a solution of (4.2). This completes the proof of

Lemma 4.2.

Let R2 be the constant from Claim 2. Set K = max(R2, ‖α
′‖0, ‖β

′‖0) and consider

the modified functions

F (t, u, v) =











f(t, u, K) v > K

f(t, u, v), −K ≤ v ≤ K.

f(t, u,−K), v < −K

(4.6)

We construct a sequence of modified problems in the following way. Let y0 = α and

for k = 1, 2, . . . we consider the problems






























y′′
k(t) + F (t,△(yk(t)), y

′
k−1(t)) = 0, t ∈ (0, 1)

yk(0) =

n
∑

i=1

aiyk−1(ξi)

yk(1) =

m
∑

j=1

bjyk−1(ηj)

(4.7)

where △(y(t)) = min{β, max(y(t), α)} for every t ∈ I. We show that every problem

(4.7) has a unique solution which is uniformly bounded together with its first and

second order derivatives.

Lemma 4.3. The sequence {yk}k≥1 is well-defined and satisfies
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(i) α ≤ yk ≤ β, k = 0, 1, . . .

(ii) If |y′
l(t)| ≤ K for l = 0, 1, . . . , k − 1 and for all t ∈ I, then there exists K1,

independent of k, such that |y′
k(t)| ≤ K1 for all t ∈ I.

(iii) u = limk→∞ yk is a solution of (1.1).

Proof. Since y0 = α then y0 is well-defined and satisfies (i) and (ii). Suppose that

y1, . . . , yk are well defined and satisfy (i) and (ii). We know that yk is also well-defined

and satisfies (i) and (ii). For this, let

φ(t, yk) = F (t,△(yk(t)), y
′
k−1(t)), δ =

n
∑

i=1

aiyk−1(ξi)

and ρ =
∑n

i=1 biyk−1(ηi). If follows from Lemma 4.2 that (4.7) has a unique solution

yk. This shows that yk is well-defined. We can proceed as in Claim 1 of Theorem

3.2 to show that α ≤ yk ≤ β. Since α ≤ yk ≤ β and |y′
k−1(t)| ≤ K, it follows that

F (t,△(yk(t)), y
′
k−1(t)) = f(t, yk(t), y

′
k−1(t)) for all t ∈ I. Then,

y′
k(t) = y′

k(0) −

∫ t

0

f(s, yk(s), y
′
k−1(s))ds,

with

y′
k(0) = yk(1) − yk(0) +

∫ 1

0

(1 − s)f(s, yk(s), y
′
k−1(s)) ds

=

n
∑

i=1

biyk−1(ηi) −

n
∑

i=1

aiyk−1(ξi) +

∫ 1

0

(1 − s)f(s, yk(s), y
′
k−1(s)) ds.

Hence

y′
k(t) =

m
∑

j=1

bjyk−1(ηj) −

n
∑

i=1

aiyk−1(ξi) +

∫ 1

0

(1 − s)f(s, yk(s), y
′
k−1(s))ds (4.8)

−

∫ t

0

f(s, yk(s), y
′
k−1(s)) ds. (4.9)

Let Mf := max{|f(t, y, z)| : t ∈ I, y ∈ [α, β], |z| ≤ K}. Then (4.8) implies that

there exists K1 = max
(

∑m

j=1 bj +
∑n

i=1 ai

)

‖β‖0 + 2Mf , K) such that

|y′
k(t)| ≤ K1 for all t ∈ I.

Also, we have |y′′
k(t)| ≤ Mf . We have shown that the sequences {yk}k≥1, {y

′
k}k≥1,

{y′′
k}k≥1, {yk−1}k≥1, {y

′
k−1}k≥1 are uniformly bounded.

The Bolanzo-Weierstrass Theorem implies that there are subsequences, which we

label the same, which are uniformly convergent on the interval I. Let u = limk→∞ yk,

v = limk→∞ y′
k and w = limk→∞ y′′

k . Moreover, using a diagonalization process, if

necessary, we assume that u = limk→∞ yk−1 and v = limk→∞ y′
k−1. If follows from

(4.8) and the continuity of the nonlinearity f that

w(t) + f(t, u(t), v(t)) = 0, t ∈ (0, 1),
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v(t) = v(0) −

∫ t

0

f(s, u(s), v(s)) ds,

which gives v′(t) = w(t), t ∈ (0, 1). Next, the boundary conditions lead to

u(0) =
n

∑

i=1

aiu(ξi), u(1) =
m

∑

j=1

bju(ηj).

Integrating both sides of (4.8) from 0 to t we get u′(t) = v(t), so that u′′(t) = w(t).

Finally, summarizing the above discussion, we see that u is a solution of (1.1).

5. MULTIPLICITY OF SOLUTIONS

In this section we use the previous results to get multiplicity of solutions of

problem (1.1), under the following assumption.

(H4) there exists sequences {αj}, {βj} in C2(I), of lower and upper solutions of (1.1),

such that for all j = 1, 2, . . .,

(i) 0 < αj ≤ βj ≤ αj+1

(ii) f(t, βj(t), β
′
j(t)) > 0 > f(t, αj(t), α

′
j)), t ∈ I

(iii) the condition (H2) holds on [0, 1] × [αj, βj ] × R.

Theorem 5.1. Assume that Condition (H4) holds. Then Problem (1.1) has infinitely

many positive solutions yj such that αj ≤ yj ≤ βj.

Example 5.2. The problem






























y′′(t) = (1 + cos y′(t)) sin y(t) 0 < t < 1,

y(0) =
1

n

n
∑

i=1

y(ξi),

y(1) =
1

m

m
∑

ℓ=1

y(ηℓ),

(5.1)

has an infinite number of positive solutions, namely yj = 2(j + 1)π, j = 0, 1, 2, . . ..

The results of the previously published works do not apply. However, our The-

orem 5.1 does apply. In fact, the function f , defined by f(t, y, z) = (1 + cos z) sin y

changes sign infinitely many times. For, we have

f(t, αj, 0) < 0 for αj =

(

3

2
+ 2j

)

2π, j = 0, 1, 2 . . .

and

f(t, βj, 0) > 0 for βj =

(

5

2
+ 2j

)

π, j = 0, 1, 2, . . .

It is clear that yj ∈ [αj , βj] for j = 0, 1, 2 . . .
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