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ABSTRACT. In this paper, we study positive solutions of singular systems of nonlinear algebraic
equations with a parameter. With singularity at the origin, superlinearity or sublinearity at infinity,
the existence and multiplicity of positive solutions are established. The proof of the results is based
on Krasnoselskii fixed point theorem. Some examples are gave to illusive the results.
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1. Introduction

When solving certain mathematical problems from applications such as differ-

ence equations, numerical solutions of differential equations, steady states of complex

dynamical systems, the problems can be often transformed into the study of the

existence of positive solutions to systems of algebraic equations, see [6, 9] and the ref-

erences therein. Knowing the number of solutions of systems of algebraic educations

often often is a key step to understand the systems of algebraic equations.
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In [9], Zhang and Feng study the following nonlinear algebraic system

x = λAF(x) (1.1)

where λ > 0 is a parameter, x = (x1, . . . , xn)T is a vector, A = (aij) is an n× n real

matrix, and F(x) =
(
f1(x1), . . . , fn(xn)

)T
. Under the assumptions that the single

variable functions fi(xi), i = 1, . . . , n, are nonnegative, superlinear or sublinear at

infinity, and aij > 0, i, j = 1, . . . , n, they prove the existence, multiplicity, and nonex-

istence of positive solutions by using the fixed point theorem on cones. Later, Wang

etc in [6] generalize the results in [9] for F(x) =
(
f1(x), . . . , fn(x)

)T
and establish the

existence, multiplicity, and nonexistence of positive solutions of (1.1) under weaker

condition that aij ≥ 0 and every column of A has at least one positive element. The

authors in [1] further extend the results in [6] to the system (1.1) when A may have

negative elements and F may have negative terms.

There are similar algebraic systems discussed in literature, see [7, 8, 10]. In [7],

the authors discuss the algebraic equations

Bx = λF(x) (1.2)

where B is an n×n positive definite matrix. By using the variational method and the

critical point theory, they obtain the existence of the solutions to (1.2). Obviously,

(1.2) can be transformed to (1.1) by multiplying the inverse of B.

Meanwhile, there is considerable amount of work done about the existence of

positive solutions for singular systems. We refer to [4] and [5] on singular ordinary

differential equations. It has been shown that many existence and multiplicity results

for nonsingular differential systems are still valid for the singular case. So we would

like to know whether the existence and multiplicity results for nonsingular algebraic

systems still hold for the singular ones. In this paper, we shall study the existence and

multiplicity of positive solutions for the singular nonlinear algebraic system of (1.1)

with F(x) =
(
f1(x), . . . , fn(x)

)T
. Note that the singularity in this paper means that

at least one of |f1(x)|, . . . , |fn(x)| tends to infinity when x goes to 0. Our results show

the existence of positive solutions of (1.1) when λ is chosen appropriately. In addition,

the conditions for our results allow the matrix A containing negative elements and

the function F containing negative terms. What we obtain in this paper essentially

extend and improve the results in [1], [6] and [9].

In this paper, let R = (−∞,∞), Rn =
∏n

i=1 R, R+ = [0,∞), and Rn
+ =

∏n
i=1 R+.

We will use the standard 1-norm ‖x‖ =
∑n

i=1 |xi| over Rn since all norms are equiv-

alent in a finite dimensional space. By a positive solution of the algebraic system

(1.1), we mean an x ∈ Rn which satisfies the equation (1.1) and x > 0. Here

x = (x1, . . . , xn)T > 0 means that xi > 0 for all i = 1, 2, . . . , n. The assumptions

used in this paper are:
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(H1) F : Rn
+ \ {0} → Rn is continuous and F(x) 6= 0 for any x ∈ Rn

+\{0}.
(H2) There exist two positive constants m and M such that for any x ∈ Rn

+\{0}

m‖F(x)‖ ≤
n∑
j=1

aijfj(x) ≤M‖F(x)‖, i = 1, 2, . . . , n.

We use the notations as in [6] to state our main results. Let

f (i)
∞ = lim

‖x‖→∞

|fi(x)|
‖x‖

for x ∈ Rn
+ \ {0}, i = 1, 2, . . . , n

and

F∞ =
n∑
i=1

f (i)
∞ .

Our main results are:

Theorem 1.1. Let (H1) and (H2) hold. Assume that lim‖x‖→0 |fk(x)| = ∞ for an

index k with 1 ≤ k ≤ n.

(a) If F∞ = 0, then for all λ > 0, (1.1) has at least one positive solution.

(b) If F∞ = ∞, then there exists a λ0 > 0 such that for any 0 < λ < λ0, (1.1) has

at least two positive solutions.

(c) There exists a λ0 > 0 such that for any 0 < λ < λ0, (1.1) has at least one

positive solution.

(d) If F∞ > 0, then there exists a λ0 > 0 such that for any λ > λ0, (1.1) has no

positive solution.

When the matrix A is positive, we can directly obtain the existence results with

a weaker condition on F, that is, replacing conditions (H1) and (H2) by

(H3) A is positive and fi : Rn
+ \ {0} → (0,+∞) is continuous, i = 1, 2, . . . , n.

Corollary 1.2. Let (H3) hold. Assume that lim‖x‖→0 |fk(x)| =∞ for an index k with

1 ≤ k ≤ n.

(a) If F∞ = 0, then for all λ > 0, (1.1) has at least one positive solution.

(b) If F∞ = ∞, then there exists a λ0 > 0 such that for any 0 < λ < λ0, (1.1) has

at least two positive solutions.

(c) There exists a λ0 > 0 such that for any 0 < λ < λ0, (1.1) has at least one

positive solution.

(d) If F∞ > 0, then there exists a λ0 > 0 such that for any λ > λ0, (1.1) has no

positive solution.
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2. Preliminaries

In this section, we recall some basic concepts and Krasnoselskii fixed point theo-

rem and then prove a few lemmas which will be used to show our main results.

Definition 2.1. Let (X, ‖ ·‖) be a Banach space and K be a closed nonempty subset

of X. K is said to be a cone of X if

(i) αu+ βv ∈ K for all u, v ∈ K and α, β ≥ 0;

(ii) u,−u ∈ K implies that u = 0.

The following well-known Krasnoselskii fixed point theorem on compression and

expansion of cones has been effectively used to solve singular problems, see [4], [5]

and [6] for examples.

Theorem 2.2 (Krasnoselskii Fixed Point Theorem, [2, 3]). Let (X, ‖ ·‖) be a Banach

space and K be a cone. Assume that Ω1 and Ω2 are bounded open subsets of X with

0 ∈ Ω1, Ω1 ⊂ Ω2, and

T : K ∩ (Ω2\Ω1)→ K

is completely continuous such that either

(i) ‖Tu‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω1 and ‖Tu‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω2; or

(ii) ‖Tu‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω1 and ‖Tu‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω2.

Then T has a fixed point in K ∩ (Ω2\Ω1).

In order to apply Krasnoselskii fixed point theorem to solve the singular algebraic

system (1.1), we shall let X = Rn with the standard 1-norm. Let σ = m
nM

with m

and M given in the condition (H2). Define the cone K of X by

K = {x = (x1, . . . , xn)T ∈ Rn
+ : xi ≥ σ‖x‖, i = 1, . . . , n}.

For r > 0, define

Ωr = {x ∈ K : ‖x‖ ≤ r}

with boundary ∂Ωr = {x ∈ K : ‖x‖ = r} and

M̃(r) = max{|fi(x)| : x ∈ ∂Ωr, i = 1, . . . , n}. (2.1)

Note that M̃(r) > 0 by the condition (H1). Let T λ = (T λ1 , . . . , T
λ
n )T : K \ {0} → X

be the map with

T λi (x) = λ

n∑
j=1

aijfj(x), i = 1, . . . , n. (2.2)

Note that for an x ∈ K \ {0}, x is a fixed point of T λ(x) if and only if it is a positive

solution of (1.1). So, we only need to discuss the existence of fixed points of T λ(x)

in K \ {0}. In order to apply Krasnoselskii fixed point theorem, it is necessary that

T λ maps K \ {0} into K, which is proved in the next theorem.
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Theorem 2.3. Assume (H1) and (H2) hold. Then T λ(K \ {0}) ⊂ K and T λ :

K \ {0} → K is completely continuous.

Proof. If x = (x1, . . . , xn)T ∈ K \ {0}, then xi ≥ σ‖x‖ > 0, i = 1, . . . , n. From the

condition (H2), we have T λi (x) ≥ 0 and

T λi (x) = λ

n∑
j=1

aijfj(x) ≤ λM‖F(x)‖ = λM

n∑
j=1

|fj(x)|, i = 1, . . . , n

which led to

λ

n∑
j=1

|fj(x)| ≥ 1

nM

n∑
i=1

T λi (x).

Therefore,

T λi (x) = λ

n∑
j=1

aijfj(x) ≥ λm‖F(x)‖ = λm
n∑
j=1

|fj(x)| ≥ m

nM

n∑
i=1

T λi (x) = σ‖T λ(x)‖

for i = 1, . . . , n and T λ(K \ {0}) ⊂ K. It is easy to see that T λ : K \ {0} → K is

continuous and compact.

Lemma 2.4. Assume (H1) and (H2) hold. For any η > 0 and x ∈ K \ {0}, if there

exists a component fk of F such that

|fk(x)| ≥ η‖x‖,

then ‖T λ(x)‖ ≥ λnmη‖x‖.

Proof. Since x ∈ K \ {0} and |fk(x)| ≥ η‖x‖, by the condition (H2), we have that

for any i = 1, . . . , n

T λi (x) = λ
n∑
j=1

aijfj(x) ≥ λm
n∑
j=1

|fj(x)| ≥ λm|fk(x)| ≥ λmη‖x‖

and thus, ‖T λ(x)‖ =
∑n

i=1 T
λ
i (x) ≥ λnmη‖x‖.

Lemma 2.5. Assume (H1) and (H2) hold. For any ε > 0 and x ∈ K \ {0}, if all

components of F satisfy

|fj(x)| ≤ ε‖x‖, j = 1, 2, . . . , n,

then ‖T λ(x)‖ ≤ λn2Mε‖x‖.

Proof. By the condition (H2), T
λ
i (x) ≥ 0 for any x ∈ K \ {0} for i = 1, . . . , n and

‖T λ(x)‖ =
n∑
i=1

T λi (x) ≤
n∑
i=1

(
λM

n∑
j=1

|fj(x)|

)
≤ λn2Mε‖x‖.
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Lemma 2.6. Assume (H1) and (H2) hold. If x ∈ ∂Ωr, r > 0, then

‖T λ(x)‖ ≤ λnMM̃(r).

Proof. For any x ∈ ∂Ωr, the definition of M̃(r) in (2.1) implies that |fj(x)| ≤ M̃(r)

for j = 1, 2, . . . , n. It follows that

T λi (x) ≤ λM
n∑
j=1

|fj(x)| ≤ λnMM̃(r).

3. Proof of Theorem 1.1

Part (a) Consider any fixed λ > 0. From the assumption lim‖x‖→0 |fk(x)| =∞,

for any η1 >
1

λnm
, there exists a constant r1 > 0 such that for all x ∈ K \ {0} and

0 < ‖x‖ ≤ r1,

|fk(x)| ≥ η1‖x‖. (3.1)

Note also that λnmη1 > 1. Lemma 2.4 implies that for any x ∈ ∂Ωr1 ,

‖T λ(x)‖ ≥ λnmη1‖x‖ > ‖x‖. (3.2)

Now we determine the region Ωr2 . Since F∞ = 0, for any ε < 1
λn2M

, there exists

a constant r2 > r1 such that

|fj(x)| ≤ ε‖x‖

for all j = 1, . . . , n and all x ∈ K with ‖x‖ ≥ r2. Note also that λn2Mε < 1. Lemma

2.5 implies that for any x ∈ ∂Ωr2 ,

‖T λ(x)‖ ≤ λn2Mε‖x‖ < ‖x‖. (3.3)

Therefore, for any fixed λ > 0, from the inequalities (3.2) on ∂Ωr1 and (3.3) on ∂Ωr2 ,

Krasnoselskii fixed point theorem implies that T λ has a fixed point in Ωr2\Ωr1 , which

is a positive solution of the algebraic system (1.1).

Part (b) Note that the inequality (3.2) still holds on ∂Ωr1 . Fix a constant

r3 > r1. Let λ0 = r3
nMfM(r3)

> 0. Then, Lemma 2.6 implies that for any x ∈ ∂Ωr3 and

0 < λ < λ0,

‖T λ(x)‖ ≤ λnMM̃(r3) < λ0nMM̃(r3) = r3 = ‖x‖. (3.4)

On the other hand, from F∞ =
∑n

i=1 f
(i)
∞ = ∞, there exists an index k such

that f
(k)
∞ = limx→∞

|fk(x)|
‖x‖ = ∞. Therefore, for any η > 1

λnm
, there exists a constant

r4 > r3 such that

|fk(x)| ≥ η‖x‖

for all x ∈ K \ {0} with ‖x‖ ≥ r4. Note that λnmη > 1. If follows from Lemma 2.4

that for any x ∈ ∂Ωr4 ,

‖T λ(x)‖ ≥ λnmη‖x‖ > ‖x‖. (3.5)
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With the inequalities (3.2) on ∂Ωr1 , (3.4) on ∂Ωr3 and (3.5) on ∂Ωr4 , Krsonselskii’s

fixed point theorem implies that T λ has two fixed points x1 and x2 with x1 ∈ Ωr3 \Ωr1

and x2 ∈ Ωr4 \ Ωr3 , which are two distinct positive solutions of the system (1.1) and

satisfy

r1 < ‖x1‖ < r3 < ‖x2‖ < r4.

Part (c) Note that the inequality (3.2) still holds on ∂Ωr1 . Fix a constant

r5 > r1 > 0 and let λ0 = r5
nMfM(r5)

> 0. Then, Lemma 2.6 implies that for any

x ∈ ∂Ωr5 and any 0 < λ < λ0,

‖T λ(x)‖ ≤ λnMM̃(r5) < λ0nMM̃(r5) = r5 = ‖x‖.

With this inequality on ∂Ωr5 and the inequality (3.2) on ∂Ωr1 , Krsonselskii fixed point

theorem implies that T λ has a fixed point in Ωr5 \Ωr1 for any 0 < λ < λ0. This fixed

point of T λ is a positive solution to the system (1.1).

Part (d) Note that the inequality (3.1) still holds on Ωr1\{0} for the index k.

It follows from Lemma 2.4 that for any x ∈ Ωr1\{0},

‖T λ(x)‖ ≥ λnmη1‖x‖.

Since F∞ > 0, there exists an index l such that f
(l)
∞ > 0. Thus, for any 0 < η2 <

f
(l)
∞ , there exists a constant r6 > r1 such that for any x ∈ K with ‖x‖ ≥ r6,

|fl(x)| ≥ η2‖x‖.

It follows from Lemma 2.4 that for any x ∈ K with ‖x‖ ≥ r6,

‖T λ(x)‖ ≥ λnmη2‖x‖.

Let

η3 = min

{
‖F(x)‖
n‖x‖

: x ∈ K, r1 ≤ ‖x‖ ≤ r6

}
which is positive by the condition (H1). Then, by the condition (H2), for any x ∈ K
with r1 ≤ ‖x‖ ≤ r6,

‖T λ(x)‖ ≥ λm‖F(x)‖ ≥ λnmη3‖x‖.

Now, let

λ0 = max

{
1

nmη1

,
1

nmη2

,
1

nmη3

}
.

Then, for any λ > λ0 and any x ∈ K\{0},

‖T λ(x)‖ ≥ λnmη‖x‖ > λ0nmη‖x‖ = ‖x‖.

Therefore, T λ(x) has no fixed point in K for λ > λ0 as we always can choose r1 as

small as possible. The proof is complete.
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Remark 3.1. When A is positive, we may choose

m = min
i,j=1,...,n

ai,j > 0 and M = max
i,j=1,...,n

ai,j > 0.

Then, for positive functions f1(x), . . . , fn(x),

m‖F(x)‖ = m(f1(x) + · · ·+ fn(x)) ≤
n∑
j=1

ai,jfj(x)

≤M(f1(x) + · · ·+ fn(x)) = M‖F(x)‖.

Thus, the condition (H3) implies that both conditions (H1) and (H2) are true. There-

fore, Corollary 1.2 can be obtained directly from Theorem 1.1.

4. Applications

A large number of problems can be converted into the algebraic system (1.1). In

this section, we show by some examples for the use of our results.

Example 4.1. We seek positive solutions of the fractional equation

x = λ
(
x−α + xβ

)
, λ > 0, α > 0, β > 0. (4.1)

This is a scalar equation with f(x) = x−α + xβ. It is easy to see that

lim
x→0

f(x) =∞ and lim
x→∞

f(x)

x
= lim

x→∞
xβ−1 =


0 if β < 1,

1 if β = 1,

∞ if β > 1.

According to Theorem 1.1, we have

(1) When β < 1, for all λ > 0, (4.1) has at least one positive solution. In fact, there

is only one positive solution for each λ. This result can be verified by the facts

that the equation (4.1) can be viewed λ as a function of x

λ = x/(x−α + xβ), (4.2)

λ is strictly increasing, limx→0 λ = 0, and limx→∞ λ =∞.

(2) When β = 1, there exists a λ0 > 0 such that for any 0 < λ < λ0, (4.1) has at

least one positive solution. In fact, there is only one positive solution for each

λ < λ0 = 1. This result can be seen directly from that λ is strictly increasing,

limx→0 λ = 0, and limx→∞ λ = 1.

(3) When β > 1, there exists a λ0 > 0 such that for any 0 < λ < λ0, (4.1) has at

least two positive solutions. In fact, there are exactly two positive solutions for

each λ ≤ λ0 with

λ0 =
(α + 1)

α+1
α+β (β − 1)

β−1
α+β

α + β
.



POSITIVE SOLUTIONS OF SINGULAR ALGEBRAIC SYSTEMS 573

This result can be seen from that the maximum of the function λ in (4.2) occurs

at

x =

(
1 + α

β − 1

) 1
α+β

and this maximum gives the value of λ0.

The two graphs in Figure 1 shows the single positive solution of the equation

(4.1) for each 0 < λ < λ0 = 1 for the case β = 1 and two positive solutions (one

in blue and the other in red) of the equation (4.1) for each 0 < λ < λ0 for the

case β = 2.

Figure 1. Positive solutions of (4.1) for β = 1 and β = 2.

(4) When β ≥ 1, there exists a constant λ0 > 0 such that for any λ > λ0, (4.1) has

no positive solution. In fact,

(i) when β = 1, λ0 = 1 as explained in part (2) above;

(ii) when β > 1,

λ0 =
(α + 1)

α+1
α+β (β − 1)

β−1
α+β

α + β

as shown in part (3) above.

Example 4.2. Consider(
x1

x2

)
= λ

(
1 3

2 1

)(
1

x1x2

x1x2

)
, λ > 0. (4.3)

Let f1(x1, x2) = 1
x1x2

, f2(x1, x2) = x1x2. Choose m = 1 and M = 3, then (H2)

holds for this example. It is easy to see that σ = m
nM

= 1
6

and

K =

{
x = (x1, x2)

T ∈ R2 : xi ≥ 0, xi ≥
1

6
(x1 + x2), i = 1, 2

}
.

K is the region between the lines 5x1 = x2 and x1 = 5x2. For x = (x1, x2)
T ∈ K, we

can see that limx1+x2→0 f1(x1, x2) =∞ and

f (2)
∞ = lim

x1+x2→∞

x1x2

x1 + x2

≥ lim
x1+x2→∞

(x1 + x2)
2

36(x1 + x2)
= lim

x1+x2→∞

x1 + x2

36
=∞.
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According to Theorem 1.1 (b), (4.3) has two positive solutions for λ > 0 small enough

and has no positive solution for λ > 0 sufficiently large. In fact, multiplying the two

equations together, we have x1x2 = λ2(2(x1x2)
−2 + 3(x1x2)

2 + 7), which suggests that

we consider the scalar equation

u = λ2(2u−2 + 3u2 + 7). (4.4)

Because λ2 = u3

3u4+7u2+2
attains its maximum 3

√
3

50
on [0,+∞), let λ0 =

√
3
√

3
50

. Then,

for λ > λ0, (4.4) has no positive solution; for λ = λ0, (4.4) has one positive solution

with multiplicity two; for λ < λ0, (4.4) has two positive solutions. For any 0 < λ ≤ λ0,

let u be a positive solution of (4.4). Then (x1, x2)
T defined by

x1 = λ(u−1 + 3u), x2 = λ(2u−1 + u)

is a positive solution of (4.3). In conclusion, for λ > λ0, (4.3) has no positive solution;

for λ = λ0, (4.3) has one positive solution with multiplicity two; for λ < λ0, (4.3)

has two positive solutions. Figure 2 shows the two positive solutions (one in red and

the other in blue) of (4.3) for each 0 < λ ≤ λ0 with the red solution curve going to

infinity when λ goes to zero.

Figure 2. Two positive solutions of (4.3) for each λ ≤ λ0.

Example 4.3. Consider the singular second order difference equation of the form

42x(k − 1) + λf(x(k)) = 0, k ∈ [1, N ], λ > 0, (4.5)

with the boundary value condition

x(0) = x(N + 1) = 0, (4.6)

where N is an integer greater than or equal to 1, [1, N ] is the discrete interval

{1, . . . , N}, 4x(k) = x(k + 1) − x(k) is the forward difference operator and f ∈
C([1, N ]× (0,∞), [0,∞)) may be singular at x = 0.

Let x = (x(1), x(2), . . . , x(N))T and F(x) = (f(x(1)), f(x(2)), . . . , f(x(N)))T .

Then the problem (4.5) with (4.6) is equivalent to the system

Bx = λF(x)
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where the tridiagonal matrix

B =


2 −1

−1 2 −1
. . . . . . . . .

−1 2 −1

−1 2

 .

B is positive definite and invertible. Denote A = (aij) = B−1, then for any i, j ∈ [1, N ]

aij =

{
j(N+1−i)
N+1

, if 1 ≤ j ≤ i ≤ N,
i(N+1−j)
N+1

, if 1 ≤ i ≤ j ≤ N.

If we choose

m =
1

N + 1
and M =

[
N+1

2

] (
N + 1−

[
N+1

2

])
N + 1

,

where [·] is the greatest integer function, then the condition (H2) holds for this ex-

ample. So our main results are valid for such singular discrete Dirichlet boundary

value problems as long as f(x) > 0 for any x > 0. For example, when N = 3 and

f(x) = 1
x

+x− 1, there is a λ0 such that for any 0 < λ < λ0, the system Bx = λF(x)

has at least one positive solution. The three graphs in Figure 3 show the components

x1, x2, and x3 of the positive solutions x with respect to λ and it is true that x1 = x3

for the positive solutions. For the values of λ below the dotted line, the system has

Figure 3. Positive solutions of (4.5) with N = 3 and f(x) = 1
x

+ x− 1.

one positive solution (in black); For the values of λ above the dotted line, the system

has two positive solutions (one in red and the other in blue).

Example 4.4. Consider the system of equations x1

x2

x3

 = λ

 1 1 1

−1 1 1

1 −1 1


 cosx1

sinx2

f3(x3)

 (4.7)

with continuous function f3(x3) ≥ 3 for x3 > 0 and limx3→0+ f3(x3) =∞.



576 H. LIAN, H. WANG, M. WU, AND T. GAO

Note that the matrix A contains negative elements and the first two components

of F(x) can be negative. Since f3(x3) ≥ 3,

± cosx1 ± sinx2 + f3(x3)−
1

5
(| cosx1|+ | sinx2|+ f3(x3))

=

(
± cosx1 −

| cosx1|
5

)
+

(
± sinx2 −

| sinx2|
5

)
+

4

5
f3(x3)

≥
(
−6

5

)
+

(
−6

5

)
+

12

5
= 0

and

± cosx1 ± sinx2 + f3(x3) ≤ | cosx1|+ | sinx2|+ f3(x3).

The condition (H2) holds when m = 1
5

and M = 1. First, consider the case of

f3(x3) = 1
x3

+ x3 + 1 which attains its minimum value 3 at x3 = 1. By Theorem 1.1

(c), there is a positive λ0 such that for any 0 < λ < λ0 the system of equations (4.7)

has at least one positive solution. The three graphs in Figure 4 show the components

x1, x2, and x3 of the positive solutions x with respect to λ.

Figure 4. Positive solutions of (4.7) with f3(x3) = 1
x3

+ x3 + 1.

Now, consider the case of f3(x3) = 1
x3

+ 3 ≥ 3. Since F∞ = 0, by Theorem 1.1

(a), the system of equations (4.7) has at least one positive solution for any λ > 0.

The three graphs in Figure 5 show the components x1, x2, and x3 of the positive

solutions x with respect to λ.

Figure 5. Positive solutions of (4.7) with f3(x3) = 1
x3

+ 3.
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