
Communications in Applied Analysis 19 (2015), 623–642

SOME PEROV’S AND KRASNOSEL’SKII TYPE FIXED POINT

RESULTS AND APPLICATION

ABDELGHANI OUAHAB

Laboratory of Mathematics, Univ Sidi Bel Abbes

PoBox 89, 22000 Sidi-Bel-Abbès, Algeria

E-mail: agh ouahab@yahoo.fr

ABSTRACT. In this paper, we establish a single and multivalued version of a Perov type fixed

point theorem. Also in generalized Banach spaces, we extend the Krasnosel’skii type fixed point

theorem for the sum of B+A, where B is an expansive operator and A is a continuous map. Finally,

our results are used to prove the existence of solutions for impulsive differential inclusions.
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1. Introduction

The classical Banach contraction principle was extended for contractive maps

on spaces endowed with vector-valued metrics by Perov in 1964 [25] and Perov and

Kibenko [27]. Until now, there have been a number of attempts to generalize the

Perov fixed point theorem in several directions and also there have been a number

of applications in various fields of nonlinear analysis, system of ordinary differential

and semilinear differential equations. In 1958, Krasnosel’skii [20] established that the

equation

Bu + Au = u, u ∈ M, (1.1)

has a solution in M ⊆ E where E is a Banach space, A and B satisfy:

(i) Ax + By ∈ M for all x, y ∈ M .

(ii) A is continuous on M and A(M) is a compact set in E.

(iii) B is a k-contraction on X.

That result combined the Banach contraction principle and Schauder’s fixed point

theorem. The existence of fixed points for the sum of two operators has attracted

tremendous interest, and their applications are frequent in nonlinear analysis. Many

improvements of Krasnosel’skii’s theorem have been established in the literature in

the course of time by modifying the above assumptions; see, for example, [2, 4, 7,

11, 12, 13, 16, 18, 23, 32]. Very recently, in generalized Banach spaces, Krasnosel’skii
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type fixed point theorems of single and multivalued operator were studied by Petre

[26] and Petre and Petruşel [28].

The paper is organized as follows: in Section 2 we collect some definitions and

facts which will be needed in the sequel. Section 3 contains fixed point theorems for

expansive maps acting in generalized metric spaces. Section 4 is devoted to establish-

ing a multivalued version type of Perov fixed point theorem. The aim of Section 5 is

to prove a Krasnosel’skii theorem by expansive operator perturbation. Finally, our

results are used to prove the existence of solution for system of impulsive differential

inclusions.

2. Preliminaries

In this section, we recall from the literature some notations, definitions, and

auxiliary results which will be used throughout this paper.

Definition 2.1. Let X be a nonempty set. By a vector-valued metric on X we mean

a map d : X × X → Rn with the following properties:

(i) d(u, v) ≥ 0 for all u, v ∈ X; if d(u, v) = 0 then u = v;

(ii) d(u, v) = d(v, u) for all u, v ∈ X;

(iii) d(u, v) ≤ d(u, w) + d(w, v) for all u, v, w ∈ X.

We call the pair (X, d) a generalized metric space. For r = (r1, . . . , rn) ∈ Rn
+, we

will denote by

B(x0, r) = {x ∈ X : d(x0, x) < r}

the open ball centered in x0 with radius r and

B(x0, r) = {x ∈ X : d(x0, x) ≤ r}

the closed ball centered in x0 with radius r. We mention that for generalized met-

ric spaces, the notation of open subset, closed set, convergence, Cauchy sequence

and completeness are similar to those in usual metric spaces. If, x, y ∈ Rn, x =

(x1, . . . , xn), y = (y1, . . . , yn), by x ≤ y we mean xi ≤ yi for all i = 1, . . . , n. Also

|x| = (|x1|, . . . , |xn|) and max(x, y) = max(max(x1, y1), . . . , max(xn, yn)). If c ∈ R,

then x ≤ c means xi ≤ c for each i = 1, . . . , n.

Definition 2.2. A square matrix of real numbers is said to be convergent to zero if

and only if its spectral radius ρ(M) is strictly less than 1. In other words, this means

that all the eigenvalues of M are in the open unit disc (i.e., |λ| < 1 for every λ ∈ C

with det(A − λI) = 0, where I denote the unit matrix of Mn×n(R)).

Theorem 2.3 ([29]). Let M ∈ Mn×n(R+). The following assertions are equivalent:

(i) M is convergent to zero;
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(ii) Mk → 0 as k → ∞;

(iii) The matrix (I − M) is nonsingular and

(I − M)−1 = I + M + M2 + · · · + Mk + · · · ;

(iv) The matrix (I − M) is nonsingular and (I − M)−1 has nonnegative elements.

Definition 2.4. We say that a non-singular matrix A = (aij)1≤i,j≤n ∈ Mn×n(R) has

the absolute value property if

A−1|A| ≤ I,

where

|A| = (|aij |)1≤i,j≤n ∈ Mn×n(R+).

Some examples of matrices convergent to zero, A ∈ Mn×n(R), which also satisfies

the property (I − A)−1|I − A| ≤ I are:

1) A =

(

a 0

0 b

)

, where a, b ∈ R+ and max(a, b) < 1

2) A =

(

a −c

0 b

)

, where a, b, c ∈ R+ and a + b < 1, c < 1

3) A =

(

a −a

b −b

)

, where a, b, c ∈ R+ and |a − b| < 1, a > 1, b > 0.

Definition 2.5. Let (X, d) be a generalized metric space. An operator N : X → X

is said to be contractive if there exists a convergent to zero matrix M such that

d(N(x), N(y)) ≤ Md(x, y) for all x, y ∈ X.

Theorem 2.6 ([25]). Let (X, d) be a complete generalized metric space and N : X →

X a contractive operator with Lipschitz matrix M . Then N has a unique fixed point

x∗ and for each x0 ∈ X we have

d(Nk(x0), x∗) ≤ Mk(I − M)−1d(x0, N(x0)) for all k ∈ N.

Denote by P(X) = {Y ⊂ X : Y 6= ∅}, Pcl(X) = {Y ∈ P(X) : Y closed},

Pb(X) = {Y ∈ P(X) : Y bounded}. Let (X, d∗) be a metric space, we will denote by

Hd∗ the Hausdorff pseudo-metric distance on P(X), defined as

Hd∗ : P(X) × P(X) −→ R+ ∪ {∞}, Hd∗(A, B) = max

{

sup
a∈A

d∗(a, B), sup
b∈B

d∗(A, b)

}

,

where d∗(A, b) = infa∈A d∗(a, b) and d∗(a, B) = infb∈B d∗(a, b). Then (Pb,cl(X), Hd∗)

is a metric space and (Pcl(X), Hd∗) is a generalized metric space. In particular, Hd∗

satisfies the triangle inequality.
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Let (X, d) be a generalized metric space with

d(x, y) :=







d1(x, y)

· · ·

dn(x, y)






.

Notice that d is a generalized metric space on X if and only if di, i = 1, . . . , n, are

metrics on X. Consider the generalized Hausdorff pseudo-metric distance

Hd : P(X) ×P(X) −→ R
n
+ ∪ {∞}

defined by

Hd(A, B) :=







Hd1
(A, B)

· · ·

Hdn
(A, B)






.

Definition 2.7. Let (X, d) be a generalized metric space. A multivalued operator

N : X → Pcl(X) is said to be contractive if there exists a matrix M ∈ Mn×n(R+)

such that

Mk → 0 as k → ∞

and

Hd(N(u), N(v)) ≤ Md(u, v), for all u, v ∈ X.

Remark 2.8. In generalized metric spaces in Perov’s sense, the notions of conver-

gence sequence, Cauchy sequence, completeness, open subset and closed subset are

similar to those for usual metric spaces.

Definition 2.9. A multi-valued map F : [a, b] → P(Y ) is said to be measurable

provided for every open U ⊂ Y , the set F−1
+ (U) is Lebesgue measurable.

Lemma 2.10 ([8, 15]). The mapping F : J → Pcl(Y ) is measurable if and only if for

each x ∈ Y , the function ζ : J → [0, +∞) defined by

ζ(t) = dist(x, F (t)) = inf{‖x − y‖ : y ∈ F (t)}, t ∈ J,

is Lebesgue measurable.

The following lemma, needed in this paper, is the celebrated Kuratowski-Ryll-

Nardzewski selection theorem.

Lemma 2.11 ([15], Theorem 19.7). Let Y be a separable metric space and F : [a, b] →

P(Y ) a measurable multi-valued map with nonempty closed values. Then F has a

measurable selection.
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3. Perov Type Fixed Point Theorem

Our first purpose here is to establish a Perov fixed point theorem type for expan-

sive and nonexpansive operators.

Definition 3.1. Let E be a vector space on K = R or C. By a vector-valued norm

on E we mean a map ‖ · ‖ : X → Rn with the following properties:

(i) ‖x‖ ≥ 0 for all x ∈ E; if ‖x‖ = 0 then x = (0, . . . , 0);

(ii) ‖λx‖ = λ‖x‖ for all x ∈ E and λ ∈ K;

(iii) ‖x + y‖ ≤ ‖x‖ + ‖y‖ for all x ∈ E.

The pair (E, ‖ · ‖) is called a generalized normed space. If the generalized metric

generated by ‖ ·‖ (i.e., d(x, y) = ‖x−y‖) is complete then the space (E, ‖ ·‖) is called

a generalized Banach space. Denote by Pcv(E) = {Y ∈ P(E) : Y convex}.

Theorem 3.2 ([9]). Let E be a generalized Banach space, let C ∈ Pcv(E) and f :

C → C be a continuous operator with relatively compact range. Then f has at least

one fixed point in C.

Theorem 3.3. Let E be a generalized Banach space, Y ⊆ E a nonempty convex

compact subset of E and f : Y → Y be a single valued map. Assume that

d(f(x), f(y)) ≤ d(x, y) for all x, y ∈ Y.

Then f has a fixed point.

Proof. For every m ∈ N, we have I
2m ∈ Mn×n(R+) and

I

2mk
→ 0 as k → ∞.

Thus, for some x0 ∈ Y the mapping fm : Y → Y defined by

fm(x) =

(

1 −
1

2m

)

f(x) +
1

2m
x0 ∈ Y for all x ∈ Y.

Hence, we get

d(fm(x), fm(y)) ≤
I

2m
d(x, y) for all x, y ∈ Y.

From Theorem 2.6 there exists unique xm ∈ Y such that

xm = fm(xm), m ∈ N.
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Since Y is compact, then there exists subsequence of (xm)m∈N that converges to x ∈ Y .

Now we show that x = f(x).

d(x, f(x)) =







d1(x, f(x))

· · ·

dn(x, f(x))







≤ d(x, xm) + d(xm, f(xm)) + d(f(xm), f(x))

≤ 2Id(x, xm) + d(xm, f(xm))

and

d(xm, f(xm)) =







d1(xm, f(xm))

· · ·

dn(xm, f(xm))







=







‖xm − f(xm)‖1

· · ·

‖xm − f(xm)‖n







=







‖ f(xm)
2m − 1

2m x0‖1

· · ·

‖ f(xm)
2m − 1

2m x0‖n







≤
1

2m
d(xm, x) +

1

2m
d(f(x), x0).

Hence

d(x, f(x)) ≤

(

2 +
1

2m

)

Id(x, xm) +
1

2m
d(f(x), x0) → 0 as m → ∞.

Definition 3.4. Let (X, d) be a generalized metric space and C be a subset of X.

The mapping B : C → X is said to be expansive, if there exists a constant k ∈ R,

k > 1 such that

d(B(x), B(y)) ≥ kd(x, y) for all x, y ∈ C.

Lemma 3.5. Let X be a generalized metric space and C ⊆ X. Assume the mapping

B : C → X is expansive with constant k > 1. Then the inverse of B : C → B(C)

exists and

d(B−1(x), B−1(y)) ≤
I

k
d(x, y), x, y ∈ B(C).

Proof. Let x, y ∈ C and B(x) = B(y), then

d(B(x), B(y)) ≥ kd(x, y) ⇒ d(x, y) = 0 ⇒ x = y.

Thus B : C → B(C) is invertible. Let x, y ∈ B(C), then there exist a, b ∈ C such

that

B(a) = x, B(b) = y.
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Hence

d(a, b) = d(B−1(x), B−1(y)) and d(x, y) = d(B(a), B(b)) ≥ kd(a, b).

Therefore

d(B−1(x), B−1(y)) ≤
I

k
d(x, y) for all x, y ∈ C.

As a consequence of Perov’s Theorem we have the following result:

Theorem 3.6. Let X be a complete generalized metric space and C be a closed subset

of X. Assume B : C → X is expansive and C ⊆ B(C). Then there exists a unique

point x ∈ C such that x = B(x).

Proof. Since B is expansive there exists k > 1 such that

d(B(x), B(y)) ≥ kd(x, y) for all x, y ∈ C.

From Lemma 3.5 the operator B : C → C is invertible and

d(B−1(x); B−1(y)) ≤
I

k
d(x, y), x, y ∈ C.

Hence B−1 is contractive. By Theorem 2.6 there exists unique x ∈ C such that

B−1(x) = x ⇒ x = B(x).

Lemma 3.7. Let B : X → X be a map such that Bm (m-power) is an expansive map

for some m ∈ N. Assume further that there exists a closed subset C of X such that

C is contained B(C). Then there exists a unique fixed point of B.

Proof. Since Bm is an expansive map and C ⊆ Bm(C), it follows from Theorem 3.6

that there exists unique fixed point of Bm. Let x ∈ C be a fixed point of Bm. Using

the fact that Bm is an expansive map, then there exists k > 1 such that

d(Bm(x), Bm(y)) ≥ kd(x, y) for all x, y ∈ C.

Hence

d(x, B(x)) = d(Bm(x), Bm+1(x)) ≥ kd(x, B(x)) ⇒ d(x, B(x)) = 0.

Then B has a unique fixed point in C.

Theorem 3.8. Let X be a complete generalized metric space and C be a closed

subset of X and let B : C → X is expansive operator in the sense that there exists

M ∈ Mn×n(R+) such that

Mk → M∗ 6= 0, as k → ∞
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and

d(B(x), B(y)) ≥ M∗d(x, y) for all x, y ∈ C.

Assume that for each x, y ∈ Rn
+

M∗x ≤ M∗y ⇒ x ≤ y and (I − M∗)x ≤ (I − M∗)y ⇒ x ≤ y

and M∗ is invertible such that

(M−1
∗ )k → 0, as k → ∞.

If C ⊆ B(C). Then B has unique point in C.

Proof. Let x, y ∈ C such that if B(x) = x, and B(y) = y then

d(B(x), B(y)) ≥ M∗d(x, y) ⇒ (I − M∗)d(x, y) ≤ 0.

Hence x = y and B−1 : C → C exists and is continuous. Now we show that B−1 is

contractive. Let x, y ∈ C. Then there exist x1, x2 ∈ C such that

B(x1) = x, B(x2) = y.

Hence

d(x, y) ≥ M∗d(x1, x2) ⇒ M∗d(x1, x2) ≤ M∗M
−1
∗ d(x, y).

Thus

d(B−1(x), B−1(y)) ≤ M−1
∗ d(x, y) for all x, y ∈ C.

Then B−1 is contractive, by Theorem 2.6 there exists unique x ∈ C such that

B−1(x) = x ⇒ B(x) = x.

4. Multivalued Fixed Points

In this section, we will provide a multivalued version of Perov’s fixed point theo-

rem.

Theorem 4.1. Let (X, d) be a complete generalized metric space and F : X →

Pcl,b(X) a contractive multivalued operator with Lipschitz matrix M . Then N has at

least one fixed point.

Theorem 4.2. Let (X, d) be a generalized complete metric space, and let F : X →

Pcl(X) be a multivalued map. Assume that there exist A, B, C ∈ Mn×n(R+) such

that

Hd(F (x), F (y)) ≤ Ad(x, y) + Bd(y, F (x)) + Cd(x, F (x)) (4.1)

where A + C is convergent to zero. Then there exists x ∈ X such that x ∈ F (x).
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Proof. Let x ∈ X and

D(x, d(x, F (x)) = {y ∈ X : d(x, y) ≤ d(x, F (x))}.

Since F (x) is closed, then

D(x) ∩ F (x) 6= ∅.

So we can select x1 ∈ F (x) such that

d(x, x1) ≤ d(x, F (x)) ≤ Ad(x, x1) + Bd(x1, F (x)) + Cd(x, F (x));

thus

d(x, x1) ≤ (A + C)d(x, F (x)). (4.2)

For x2 ∈ F (x1) we have

d(x2, x1) ≤ d(x1, F (x)) + Hd(F (x), F (x1))

≤ Ad(x, x1) + Cd(x, F (x))

≤ (A + C)d(x, x1).

Then

d(x2, x1) ≤ (A + C)2d(x, F (x)). (4.3)

Continuing this procedure we can find a sequence (xn)n∈N of X such that

d(xn, xn+1) ≤ (A + C)n+1d(x, F (x)), n ∈ N.

Let p ∈ N. Since d is metric we have

d(xn, xn+p) ≤ d(xn, xn+1) + · · ·+ d(xn+p−1, xn+p).

Hence, for all n, p ∈ N, the following estimation holds:

d(xn, xn+p) ≤ (A + C)n+1(I + (A + C) + (A + C)2 + · · ·+ (A + C)p−1)d(x, F (x)).

Therefore

d(xn, xn+p) → 0 as n → ∞;

so (xn)n∈N is a Cauchy sequence in the complete generalized metric space X. Then

there exists x∗ ∈ X such that

d(xn, x∗) → 0 as n → ∞.
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From (4.1) we obtain

d(x∗, F (x∗)) ≤ d(x∗, xn) + Hd(F (xn+1), F (x∗))

≤ d(xn, x∗) + Ad(xn+1, x∗) + Bd(x∗, F (xn+1))

+ Cd(xn+1, F (xn+1))

≤ d(xn, x∗) + Ad(xn+1, x∗) + Bd(x∗, F (xn+1))

+ Cd(xn+1, F (xn+1))

≤ d(xn, x∗) + Ad(xn+1, x∗) + Bd(x∗, xn)

+ Cd(xn+1, xn) → 0 as n → ∞.

This implies that x∗ ∈ F (x∗).

Lemma 4.3. Let (X, d) be a generalized Banach space and F : X → Pcl(Y ) be a

multivalued map. Assume that there exist p ∈ N and M ∈ Mn×n(R+) convergent to

zero such that

Hd(F
p(x), F p(y)) ≤ Md(x, y), for each x, y ∈ X

and

sup
a∈F p+1(y)

d(a, F (x)) ≤ d(y, F (x)).

Then there exists x ∈ X, such that x ∈ F (x).

Proof. By Theorem 4.2, there exists x ∈ X such that x ∈ F p(x). Now we show that

x ∈ F (x).

d(x, F (x)) ≤ d(x, F p+1(x)) + Hd(F
p+1(x), F (x))

≤ Hd(F
p(x), F p+1(x))

≤ Md(x, F (x)).

Hence

d(x, F (x)) ≤ Mkd(x, F (x)) → 0 as k → ∞ ⇒ d(x, F (x)) = 0.

Theorem 4.4. Let (X, d) be a complete generalized metric space and B(x0, r0) =

{x ∈ X : d(x, x0) < r0} be the open ball in X with radius r0 and centered at some

point x0 ∈ X. Assume that F : B(x0, r0) → Pcl(X) is a contractive multivalued map

such that

Hd(x0, F (x0)) < (I − M)r0,

where M ∈ Mn×n(R+) is the matrix contractive for F . Then F has at least one fixed

point.
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Proof. Let r1 ∈ Rn
+ be such that

d(x0, F (x0)) ≤ (I − M)r1 < (I − M)r0.

Set

K(x0, r1) = {x ∈ X : d(x, x0) ≤ r1}.

It is clear that K(x0, r1) is complete generalized metric space. Let us define a multi-

valued map

F∗(x) = F (x) for all x ∈ K(x0, r1).

In view of Theorem 4.2, for the proof it is sufficient to show that

F∗(K(x0, r1)) ⊆ K(x0, r1).

Let x ∈ K(x0, r1). Then we have:

d(x0, y) ≤ sup
z∈F (x)

d(x0, z) = Hd(x0, F (x)), for all y ∈ F (x).

Thus

d(x0, y) ≤ Hd(x0, F (x0)) + Hd(F (x0), F (y))

≤ (I − M)r1 + Md(x0, y) ≤ (I − M)r1 + r1M = r1,

and the proof is completed.

Lemma 4.5. Let E be a generalized Banach space, Y ⊆ E a nonempty convex

compact subset of E and F : X → Pcl(Y ) a multivalued map such that

Hd(F (x), F (y)) ≤ d(x, y), for each x, y ∈ X.

Then there exists x ∈ X, such that x ∈ F (x).

Proof. For every m ∈ N, we have I
2m ∈ Mn×n(R+) and

I

2mk
→ 0 as k → ∞.

Thus, for some x0 ∈ Y the mapping fm : Y → Y defined by

Fm(x) =

(

1 −
1

2m

)

F (x) +
1

2m
x0 ∈ Y for all x ∈ Y.

Then

Hd(Fm(x), Fm(y)) ≤
I

2m
d(x, y) for all x, y ∈ Y.

From Theorem 4.2 there exists xm ∈ Y such that

xm ∈ Fm(xm), m ∈ N.
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Since Y is compact, then there exists a subsequence of (xm)m∈N that converges to

x ∈ Y . Now we show that x ∈ F (x).

d(x, F (x)) =







d1(x, F (x))

· · ·

dn(x, F (x))







≤ d(x, xm) + d(xm, F (xm)) + Hd(F (xm), F (x))

≤ 2Id(x, xm) + d(xm, F (xm))

and

d(xm, F (xm)) =







d1(xm, F (xm))

· · ·

dn(xm, F (xm))







=







‖xm − F (xm)‖1

· · ·

‖xm − F (xm)‖n







≤ d(xm, F (x)) + Hd(F (x), F (xm))

≤ d(xm, zm) + d(x, xm)

≤ d(xm, x) +
1

2m
d(zm, x0)

where

zm ∈ F (x) and xm =

(

1 −
1

2m

)

zm +
1

2m
x0.

Since xm → x as m → ∞, then

zm → x as m → ∞.

Hence

d(x, F (x)) ≤ 3Id(x, xm) +
1

2m
d(zm, x0) → 0 as m → ∞.

5. Krasnosel’skii’s Theorem Type

In this section we present a Krasnosel’skii fixed point type theorem by using the

expansive operator combined with continuous operator.

Lemma 5.1. Let E be a generalized normed space and C ⊆ E. Assume the mapping

B : C → X is expansive with constant k > 1. Then the inverse of I − B : C →

(I − B)(C) exists and

d((I − B)−1(x), (I − B)−1(y)) ≤
1

k − 1
d(x, y), x, y ∈ (I − B)(C).
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Proof. Let x, y ∈ C and x − B(x) = y − B(y), then

0 = d(x − B(x), y − B(y)) =







‖x − B(x) − y + B(y)‖1

· · ·

‖x − B(x) − y + B(y)‖n







≥







‖B(y) − B(x)‖1 − ‖x − y‖1

· · ·

‖B(y) − B(x)‖n − ‖x − y‖n







≥







k‖y − x‖1 − ‖x − y‖1

· · ·

k‖y − x‖n − ‖x − y‖n







= (k − 1)Id(x, y).

Thus I − B : C → (I − B)(C) is invertible. Let x, y ∈ (I − B)(C), then there exist

a, b ∈ C such that

a − B(a) = x, b − B(b) = y.

Hence

d(a, b) = d((I − B)−1(x), (I − B)−1(y)) and d(x, y) ≥ kd(a, b) − d(a, b).

Therefore

d(I − B)−1(x), (I − B)−1(y)) ≤
I

k − 1
d(x, y) for all x, y ∈ (I − B)(C).

Theorem 5.2. Let E be a generalized Banach space and C be a compact convex

subset of E. Assume that A : M → X is continuous and B : C → E is a continuous

expansive map satisfying

(H1) for each x, y ∈ C such that

x = B(x) + A(y) ⇒ x ∈ C.

Then there exists y ∈ C such that y = B(y) + A(y).

Proof. Let y ∈ C. Let Fy : C → X be a operator defined by

Fy(x) = B(x) + A(y), x ∈ C.

From Theorem 3.6 there exists a unique x(y) ∈ C such that

x(y) = B(x(y)) + A(y).

By Lemma 5.1, I −B is invertible. Moreover, (I −B)−1 is continuous. Let us define

N : C → C by

y → N(y) = (I − B)−1A(y).
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Let x ∈ C and N(x) = (I − B)−1(A(x)). Then

N(x) = (I − B)−1(A(x)) ⇒ N(x) = B(N(x)) + A(x),

and thus (H1) implies that N(x) ∈ C. Let {ym : m ∈ N} ⊆ C be a sequence

converging to y in C; we show that N(ym) converges to N(y). Set xm = (I −

B)−1A(ym), then

(I − B)(xm) = A(ym), m ∈ N.

Since C is compact, there exists a subsequence of {xm} converging to some x ∈ C.

Then

(I − B)(xm) → (I − B)(x) as m → ∞.

Hence

A(ym) → (I − B)(x) as m → ∞.

Therefore

N(ym) → N(y) as m → ∞.

Hence from Theorem 3.2, there exists y ∈ C such that y = (I − B)−1A(y), and we

deduce that B + G has a fixed point in C.

6. Applications: Impulsive Differential Inclusions

Differential equations with impulses were considered for the first time by Milman

and Myshkis [24] and then followed by a period of active research which culminated

with the monograph by Halanay and Wexler [17]. The dynamics of many processes

in physics, population dynamics, biology, medicine may be subject to abrupt changes

such as shocks or perturbations (see for instance [1, 21] and the references therein).

These perturbations may be seen as impulses. For instance, in the periodic treatment

of some diseases, impulses correspond to the administration of a drug treatment. In

environmental sciences, impulses correspond to seasonal changes of the water level

of artificial reservoirs. Their models are described by impulsive differential equations

and inclusions. Important contributions to the study of the mathematical aspects of

such equations have been undertaken in [3, 5, 10, 14, 22, 31] among others. In this

section we consider the following system of differential inclusions with impulse effects,

x′(t) ∈ F1(t, x(t), y(t)), y′(t) ∈ F2(t, x(t), y(t)), a.e. t ∈ [0, 1] (6.1)

x(τ+) − x(τ−) = I1(x(τ), y(τ)), y(τ+) − y(τ−) = I2(x(τ), y(τ)) (6.2)

x(0) = x0, y(0) = y0, (6.3)

where 0 < τ < 1, J := [0, 1], Fi : J × R × R → P(R), i = 1, 2 are multifunctions,

and I, I ∈ C(R × R, R). The notations x(τ+) = limh→0+ x(τ + h) and x(τ−) =

limh→0+ x(t − h) stand for the right and the left limits of the function y at t = τ ,

respectively.
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In order to define a solution for Problem (6.1)–(6.3), consider the space of piece-

wise continuous functions:

PC([0, 1], R = {y : [0, 1] → R, y ∈ C(J\{τ}, R) such that

y(τ−) and y(τ+) exist and satisfy y(τ−) = y(τ)}.

Endowed with the norm

‖y‖PC = sup{|y(t)| : t ∈ J},

PC is a Banach space.

In the proof of the existence result for the problem we can easily prove the

following auxiliary lemma.

Lemma 6.1. Let f1, f2 ∈ L1(J, R). Then y is a solution of the impulsive system

x′(t) = f1(t), y′(t) = f2(t), a.e. t ∈ [0, 1] (6.4)

x(τ+) − x(τ−) = I1(x(τ), y(τ)), y(τ+) − y(τ−) = I2(x(τ), y(τ)) (6.5)

x(0) = x0, y(0) = y0, (6.6)

if and only if y is a solution of the impulsive integral equation
{

x(t) = x0 + g1(t) + I1(x(τ), y(τ)), a.e. t ∈ [0, 1]

y(t) = y0 + g2(t) + I2(x(τ), y(τ)), a.e. t ∈ [0, 1],
(6.7)

where gi(t) =
∫ t

0
fi(s)ds, i = 1, 2.

In this section we assume the following conditions:

(H1) Fi : [0, 1]×R×R −→ Pcp(R); t 7−→ Fi(t, u, v) are measurable for each u, v ∈ R,

i = 1, 2.

(H2) There exist functions li ∈ L1(J, R+), i = 1, . . . , 3, such that

Hd(Fi(t, u, v), Fi(t, u, v)) ≤ li(t)|u − u| + li(t)|v − v|, t ∈ J for all u, u, v, v ∈ R

and

Hd(0, Fi(t, 0, 0)) ≤ li(t) for a.e. t ∈ J, i = 1, 2.

(H3) There exist constants ai, bi ≥ 0, i = 1, 2 such that

|I1(u, v) − I1(u, v)| ≤ a1|u − u| + a2|v − v|, for all u, u, v, v ∈ R

and

|I2(u, v) − I2(u, v)| ≤ b1|u − u| + b2|v − v|, for all u, u, v, v ∈ R.

Theorem 6.2. Assume that (H1)–(H3) are satisfied and the matrix

M =

(

‖l1‖L1 + a1 ‖l2‖L1 + a2

‖l3‖L1 + b1 ‖l4‖L1 + b2

)

is convergent to zero. Then the problem (6.1)–(6.3) has at least one solution.
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Proof. Consider the operator N : PC × PC → P(PC × PC) defined by

N(x, y) =































(h1, h2) ∈ PC × PC :

(

h1(t)

h2(t)

)

=































x0 +
∫ t

0
f1(s)ds

+I1(x(τ), y(τ)), t ∈ J

y0 +
∫ t

0
f2(s)ds

+I2(x(τ), y(τ)), t ∈ J































where fi ∈ SFi,x,y = {f ∈ L1(J, R) : f(t) ∈ Fi(t, x(t), y(t)), a.e. t ∈ J}. Clearly, fixed

points of the operator N are solutions of Problem (6.1)–(6.3). Let

Ni(x, y) =

{

h ∈ PC : h(t) = xi +

∫ t

0

fi(s)ds + Ii(x(τ), y(τ)), t ∈ J

}

,

where x1 = x0, x2 = y0, fi ∈ SFi,x,y = {f ∈ L1(J, R) : f(t) ∈ Fi(t, x(t), y(t)), a.e.

t ∈ J}. We show N satisfies the assumptions of Theorem 4.2.

Let (x, y), (x, y) ∈ PC×PC and (h1, h2) ∈ N(x, y). Then there exist fi ∈ SFi,x,y,

i = 1, 2 such that

(h1(t), h2(t)) =

{

x0 +
∫ t

0
f1(s)ds + I1(x(τ), y(τ)), t ∈ J

y0 +
∫ t

0
f2(s)ds + I2(x(τ), y(τ)), t ∈ J.

(H2) implies that

Hd1
(F1(t, x(t), y(t)), F1(t, x(t), y(t))) ≤ l1(t)|x(t) − x(t)| + l2(t)|y(t) − y(t)|, t ∈ J

and

Hd2
(F2(t, x(t), y(t)), F2(t, x(t), y(t))) ≤ l3(t)|x(t) − x(t)| + l4(t)|y(t) − y(t)|, t ∈ J.

Hence, there is some (w, w̄) ∈ F1(t, x(t), y(t)) × F2(t, x(t), y(t)) such that

|f1(t) − w| ≤ l1(t)|x(t) − x(t)| + l2(t)|y(t) − y(t)|, t ∈ J,

and

|f2(t) − w̄| ≤ l3(t)|x(t) − x(t)| + l̄4(t)|y(t) − y(t)|, t ∈ J.

Consider the multi-valued maps Ui : J → P(R), i = 1, 2 defined by

U1(t) = {v ∈ F1(t, x(t), y(t)) : |fi(t) − w| ≤ l1(t)|x(t) − x(t)| + l2(t)|y(t) − y(t)|,

a.e. t ∈ J}

and

U2(t) = {v ∈ F2(t, x̄(t), ȳ(t)) : |f2(t) − w| ≤ l3(t)|x(t) − x̄(t)| + l4(t)|y(t) − ȳ(t)|,

a.e. t ∈ J}

Then, for i = 1, 2, Ui(t) is a nonempty set and Theorem III.4.1 in [8] tells us that

Ui is measurable. Moreover, the multi-valued intersection operator Vi(·) = Ui(·) ∩
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Fi(·, x(t), y(·)) is measurable. Therefore, by Lemma 2.11, there exists a function

t 7→ f i(t), which is a measurable selection for Vi, that is f i(t) ∈ F (t, x(t), y(t)) and

|f1(t) − f1(t)| ≤ l1(t)|x(t) − x(t)| + l2(t)|y(t) − y(t)|, a.e. t ∈ J.

and

|f2(t) − f̄2(t)| ≤ l3(t)|x(t) − x(t)| + l4(t)|y(t) − y(t)|

Define h1, h2 by

h1(t) = x0 +

∫ t

0

f̄1(s)ds + I1(x(τ), y(τ)), t ∈ J.

and

h2(t) = y0 +

∫ t

0

f̄2(s)ds + I2(x(τ), y(τ)), t ∈ J.

Then we have, for t ∈ J ,

|h1(t) − h1(t)| ≤ (‖l1‖L1 + a1)‖x − x‖PC + (‖l2‖L1 + a2)‖L1‖y − y‖PC .

Thus

‖h1 − h1‖PC ≤ (‖l1‖L1 + a1)‖x − x‖PC + (‖l2‖L1 + a2)‖y − y‖PC.

By an analogous relation, obtained by interchanging the roles of y and y, we finally

arrive at the estimate

Hd1
(N1(x, y), N1(x, y)) ≤ (‖l1‖L1 + a1)‖x − x‖PC + (‖l2‖L1 + a2)‖L1‖y − y‖PC .

Similarly we have

Hd2
(N2(x, y), N2(x, y)) ≤ (‖l3‖L1 + b1)‖x − x‖PC + (‖l4‖L1 + b2)‖L1‖y − y‖PC.

Therefore

Hd(N(x, y), N(x, y)) ≤ M

(

‖x − x‖PC

‖y − y‖PC

)

, for all (x, y), (x, y) ∈ PC × PC.

Hence, by Theorem 4.2, the operator N has at least one fixed point which is solution

of (6.1)–(6.3).
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