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ABSTRACT. Nonlinear impulsive integro-differential equations of mixed type with time-varying
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presented. An example is given for demonstration.
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1. INTRODUCTION

The theory of impulsive differential equations in the field of modern applied

mathematics has made considerable headway in recent years, because the structure

of its emergence has deeply physical background and realistic mathematical models.

For the basic theory on impulsive differential equations on finite dimensional Banach

spaces, the reader can refer to Lakshmikantham’s book (see [9]). There are some

papers discussing impulsive integro-differential equations on finite dimensional spaces,

and most of authors used the method of upper and lower solutions (see [5], [7]).

In recent years impulsive evolution equations on infinite dimensional Banach

spaces have been investigated by many authors including us (see [1], [2], [4], [13],

[16]). Particularly, Ahmed considered optimal control problems of systems governed

by impulsive evolution equations in infinite dimensional spaces (see [1], [2]). To

our knowledge, there are few papers concerned with impulsive integro-differential

equations on infinite dimensional Banach spaces. In 2005, Guo use the monotone
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iterative method to study the following impulsive integro-differential equation

(1.1)





ẍ(t) = f(t, x(t), ẋ(t), (Wx)(t), (Hx)(t)), t ∈ (0, a], t 6= tk,

x(0) = x0, ∆x(tk) = Ik(x(tk), ẋ(tk)), k = 1, 2, · · · , m,

ẋ(0) = x1, ∆ẋ(tk) = Ik(x(tk), ẋ(tk)), k = 1, 2, · · · , m,

where

(Wx)(t) =

∫ t

0

b(t, s)x(s)ds, (Hx)(t) =

∫ a

0

h(t, s)x(s)ds, t ∈ [0, a]

which are linear integral operators (see [6], [10]). Recently, using semigroup theory

we considered the following impulsive integro-differential equation

(1.2)

{
ẋ(t) + A(t)x(t) = F (t, x(t), (Gx)(t)), t ∈ (0, T ] \ Θ,

x(0) = x0, ∆x(ti) = Ji(x(ti)), i = 1, 2, · · · , n,

and impulsive integro-differential equation of mixed type

(1.3)

{
ẋ(t) + Ax(t) = F (t, x(t), (Gx)(t), (Sx)(t)), t ∈ (0, T ] \ Θ,

x(0) = x0, ∆x(ti) = Ji(x(ti)), i = 1, 2, · · · , n,

where A is the infinitesimal generator of a C0−semigroup. At the same time the opti-

mal control problems of systems governed by (1.2) or (1.3) is also discussed (see [13],

[16]). In this paper, we continue to study impulsive integro-differential equations and

optimal control problems. Here we consider impulsive integro-differential equations

of mixed type with time-varying generating operators

(1.4)

{
ẋ(t) + A(t)x(t) = F (t, x(t), (Gx)(t), (Sx)(t)), t ∈ (0, T ] \ Θ,

x(0) = x0, ∆x(ti) = Ji(x(ti)), i = 1, 2, · · · , n,

where Θ = {t1, t2, · · · , tn} ⊂ (0, T ), 0 < t1 < t2 < · · · < tn < T , {A(t)|t ∈ [0, T ]}

is a family of closed densely defined linear operators, and G, S are nonlinear integral

operators given by

(Gx)(t) =

∫ t

0

k(t, τ)g(τ, x(τ))dτ, (Sx)(t) =

∫ T

0

h(t, τ)s(τ, x(τ))dτ.

The operator S is much different from G. Ji(i = 1, 2, · · · , n) is a nonlinear map and

∆x(ti) = x(ti + 0) − x(ti − 0) = x(ti + 0) − x(ti). This represents the jump in the

state x at time ti, with Ji determining the size of the jump at time ti.

The integral operator S makes the problem (1.4) much more difficult. In addition,

the time-varying generating operators system (1.4) concerns the fractional power

operator. In order to get a priori estimate of mild solutions of system (1.4) we have

to look for another generalized Gronwall Lemma which is suitable for (1.4), that is,

we can use it to deal with such a class of inequalities including singularity and integral

of mixed type (see Lemma 2.1). Of course, this Lemma is useful for other problems.

Next, due to the operator S, we can not use the step by step method coping with
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(1.2) to obtain global existence (see [14], [16]). Here we use the Leray-Schauder fixed

point theory to prove the existence of a solution of equation (1.4).

The paper is organized as follows. In section 2, we give some associated notations

and important lemmas. In section 3, the existence of PC − α-mild solution for

impulsive integro-differential equations of mixed type with time-varying generating

operators is presented. In section 4, we introduce a class of admissible controls and

an existence result of optimal controls for a Lagrange problem (P) is proved. In last

section, an example demonstrates the applicability of our results.

2. PRELIMINARIES

Let X, Y denote a pair of Banach spaces, if X is continuously embedded in Y ,

we write X ↪→ Y , if X is compactly embedded in Y , we write X ↪→↪→ Y . L(X)

is the class of (not necessary bounded) linear operators in X, Lb(X) is the class of

bounded linear operators in X. For A ∈ L(X), let ρ(A) denote the resolvent set and

R(λ, A) the resolvent corresponding to λ ∈ ρ(A). Let T be a fixed positive number,

{A(t)|t ∈ [0, T ]} is a family of closed densely defined linear operators in X satisfying

the following assumptions.

Assumption [A]:

(1) The domain D(A(t)) of A(t) is independent of t;

(2) For t ∈ [0, T ], the resolvent R(λ, A(t)) exists for all λ with λ ≥ 0 and

|R(λ, A(t))| ≤ C(1 + |λ|)−1

where C is some constant independent of λ and t.

(3) The map A(·) : [0, T ] −→ Lb(X1, X) is Hölder continuous where X1 = (D(A),

‖ · ‖1), ‖x‖1 = ‖Ax‖. It is clearly that X1 is a Banach space and X1 ↪→ X. More

generally, in a usual way we introduce the fractional power operator Aα(t) (α ∈ [0, 1]),

having dense domain D(Aα(t)), which we also assume to be independent of t. We

denote D(A) = D(A(t)) and D(Aα) = D(Aα(t)). Let ‖x‖α = ‖Aαx‖ for x ∈ D(Aα)

and denote the Banach space (D(Aα), ‖ · ‖α) by Xα. Then it is clear that Xβ ↪→ Xα

for 0 ≤ α ≤ β ≤ 1.

For the initial value problem

(2.1)

{
ẋ(t) + A(t)x(t) = h(t), t ∈ (0, T ],

x(0) = x0,

it is well known that (2.1) has unique classical solution x for every Hölder continuous

right-hand side h. Moreover, x ∈ C1([0, T ], X) provided x0 ∈ D(A) (see [3], [12], [16]).

Further, there exists a unique evolution operator U(t, τ) ∈ Lb(X), 0 ≤ τ ≤ t ≤ T ,



484 Y. PENG, X. XIANG, AND W. WEI

such that every solution of (2.1) can be represented in the form

x(t) = U(t, 0)x0 +

∫ t

0

U(t, τ)h(τ)dτ, t ∈ [0, T ].

In order to derive a priori estimates on solutions of integro-differential equation,

we need the following generalized Gronwall lemma.

Lemma 2.1: Let x ∈ C([0, T ], Xα) and satisfy the following inequality

‖x(t)‖α ≤ a + b

∫ t

0

(t − s)−γ‖x(s)‖αds + c

∫ t

0

(t − s)−γ‖xs‖Bds + e

∫ T

0

‖x(s)‖λ
αds,

where 1 > λ > 0, a, b, c, d ≥ 0 are constants and ‖xs‖B = sup
0≤ξ≤s

‖x(ξ)‖α. Then

there exists a constant M > 0 independent of α such that

‖x(t)‖α ≤ m−1(0) for all t ∈ [0, T ],

where

m(s) = (2s − Ma)1−λ − s1−λ − (1 − λ)MeT.

Proof. By Lemma 4.1 of [15] and Lemma 2.1 of [16], there exists constant M > 0

such that

‖x(t)‖α ≤ M

(
a + e

∫ T

0

‖x(s)‖λ
αds

)
.

Define

p(t) ≡ M

(
a + e

∫ t

0

‖x(s)‖λ
αds + e

∫ T

0

‖x(s)‖λ
αds

)
,

we get

p(0) = Ma + Me

∫ T

0

‖x(s)‖λ
αds , p′(t) ≤ Mepλ(t).

Integrating from 0 to t, we obtain

p1−λ(t) − p1−λ(0) ≤ (1 − λ)Met,

that is

p(t) ≤ [p1−λ(0) + (1 − λ)et]
1

1−λ , 0 ≤ t ≤ T.

Now, observe that

2p(0) − Ma = p(T ) ≤
[
p1−λ(0) + (1 − λ)MeT

] 1

1−λ .

As a result, we get

(2p(0) − Ma)1−λ − p1−λ(0) ≤ (1 − λ)MeT.

Letting

m(s) = (2s − Ma)1−λ − s1−λ − (1 − λ)MeT,

we have m ∈ C
([

Ma
2

,∞
)
, R
)
, and

m

(
Ma

2

)
= −

(
Ma

2

)1−λ

− (1 − λ)MeT < 0, lim
s→0

m(s)

s1−λ
= 21−λ − 1 > 0.
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It is clear that there exists a s0 such that m(s0) = 0 and therefore, p(0) ≤ s0. Thus,

‖x(t)‖α ≤ m−1(0) for all t ∈ [0, T ].

The proof is completed.

Let Θ ⊂ (0, T ), define PC ([0, T ], Xα) = {x : [0, T ] −→ Xα|x is continuous at

t ∈ [0, T ]\Θ, x is continuous from left and has right hand limits at t ∈ Θ}. We see

that PC ([0, T ], Xα) is a Banach space with the norm

‖x‖PC = max

{
sup

t∈[0,T ]

‖x(t + 0)‖α, sup
t∈[0,T ]

‖x(t − 0)‖α

}
.

We need the Ascoli-Arzela lemma on PC([0, T ], X) where X is a Banach space.

Lemma 2.2: Let W ⊂ PC([0, T ], X). If the following conditions are satisfied

(1) W is uniformly bounded subset of PC([0, T ], X),

(2) W is equicontinuous in (ti, ti+1), i = 0, 1, 2, · · · , n, where t0 = 0, tn+1 = T ,

(3) Its t-sections W (t) ≡ {x(t)|x ∈ W, t ∈ [0, T ]\Θ}, W (ti+0) ≡ {x(ti+0)|x ∈

W} and W (ti − 0) ≡ {x(ti − 0)‖x ∈ W} are relatively compact subsets of X,

W is a relatively compact subset of PC([0, T ], X).

The proof is given by us in [13].

For the integral operators, we assume that:

[G]: (1) g : [0, T ] × Xα −→ Xα is measurable in t on [0, T ] and locally Lipschitz

continuous, that is, let ρ > 0, ∀x1, x2 ∈ Xα satisfying ‖x1‖α , ‖x2‖α ≤ ρ, then there

exists a constant Lg(ρ) dependent only on ρ such that

‖g(t, x1) − g(t, x2)‖α ≤ Lg(ρ)‖x1 − x2‖α.

(2) There exists a constant ag such that

‖g(t, x)‖α ≤ ag(1 + ‖x‖α) for all t ∈ [0, T ], x ∈ Xα.

(3) k ∈ C ([0, T ]2, R).

[S]: (1) s : [0, T ] × Xα −→ Xα is measurable in t on [0, T ] and locally Lipschitz

continuous, that is, let ρ > 0, ∀x1, x2 ∈ Xα satisfying ‖x1‖α, ‖x2‖α ≤ ρ, then there

exists a constant Ls(ρ) dependent only on ρ such that

‖s(t, x1) − s(t, x2)‖α ≤ Ls(ρ)‖x1 − x2‖α

(2) There exist constant as and 0 < λ < 1 such that

‖s(t, x)‖α ≤ as

(
1 + ‖x‖λ

α

)
for all t ∈ [0, T ], x ∈ Xα.

(3) h ∈ C ([0, T ]2, R).
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Using moving norm ‖·‖B, one can verify that integral operators G and S have the

following important properties (ref. see Lemma 2.3 and Lemma 2.4 of [13], Lemma

2.2 of [16]).

Lemma 2.3: Under assumption (G), operator G has the following properties:

(1) G : C ([0, T ], Xα) −→ C ([0, T ], Xα).

(2) Let x1, x2 ∈ C ([0, T ], Xα) and ‖x1‖C([0,T ],Xα), ‖x1‖C([0,T ],Xα) ≤ ρ, then

‖(Gx1)(t) − (Gx2)(t)‖α ≤ TLg(ρ)‖k‖‖(x1)t − (x2)t‖B,

(3) For x ∈ C ([0, T ], Xα), we have

‖Gx(t)‖α ≤ Tag‖k‖(1 + ‖xt‖B).

Lemma 2.4: Under assumption (S), operator S has the following properties:

(1) S : C ([0, T ], Xα) −→ C ([0, T ], Xα).

(2) Let x1, x2 ∈ C ([0, T ], Xα) and ‖x1‖C([0,T ],Xα), ‖x1‖C([0,T ],Xα) ≤ ρ, then

‖(Sx1)(t) − (Sx2)(t)‖α ≤ TLs(ρ)‖h‖‖x1 − x2‖C([0,T ],Xα)

(3 )For x ∈ C ([0, T ], Xα), we have

‖(Sx)(t)‖ ≤ Tas‖h‖
(
1 + ‖x‖λ

C([0,T ],Xα)

)
.

Remark 2.1: One can easily verify that these properties of integral operators G

and S also hold on the Banach space PC ([0, T ], Xα).

3. EXISTENCE OF SOLUTIONS OF IMPULSIVE

INTEGRO-DIFFERENTIAL EQUATIONS OF MIXED TYPE

In this section, we consider the existence of PC − α-mild solution for the follow-

ing nonlinear impulsive integro-differential equation of mixed type with time-varying

generator operators

(3.1)

{
ẋ(t) + A(t)x(t) = F (t, x(t), (Gx)(t), (Sx)(t)), t ∈ (0, T ] \ Θ

x(0) = x0, ∆x(ti) = Ji(x(ti)), i = 1, 2, · · · , n.

Definition 3.1. A function x ∈ PC ([0, T ], Xα) is said to be a PC −α-mild solution

of the problem (3.1) if x satisfies the following equation

x(t) = U(t, 0)x0 +

∫ t

0

U(t, τ)F (τ, x(τ), (Gx)(τ), (Sx)(τ))dτ

+
∑

0<ti<t

U(t, ti)Ji(x(ti)) for t ∈ [0, T ].

In addition to assumptions [A], [G] and [S], we introduce the following assump-

tions.

[F]: (1) F : [0, T ] × Xα × Xα × Xα −→ X is measurable in t ∈ [0, T ] and locally

Lipschitz continuous with respect to last variables, i.e, ∀x1, x2, y1, y2, z1, z2 ∈ Xα
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satisfying ‖x1‖α, ‖x2‖α, ‖y1‖α, ‖y2‖α, ‖z1‖α, ‖z2‖α ≤ ρ, there exists a constant

L(ρ) > 0 such that

‖F (t, x1, y1, z1) − F (t, x2, y2, z2)‖ ≤ L(ρ) (‖x1 − x2‖α + ‖y1 − y2‖α + ‖z1 − z2‖α) .

(2) There exists constant a ≥ 0 such that

‖F (t, x, y, z)‖ ≤ a (1 + ‖x‖α + ‖y‖α + ‖z‖α) for all t ∈ [0, T ], for all x, y, z ∈ Xα.

(3) x0 ∈ Xβ (0 < α < β < 1).

[J]: There exists a constant ei ≥ 0 such that map Ji : Xβi
−→ Xβi

(0 < α < βi <

1) satisfies

‖Ji(x(t)) − Ji(y(t))‖βi
≤ ei‖x(t) − y(t)‖βi

(i = 1, 2, · · · , n).

Now we can give the existence of PC − α-mild solution of (3.1).

Theorem 3.A: Suppose that A−1(0) is compact. Under the assumptions [A], [F],

[G], [S] and [J], the equation (3.1) has a PC − α-mild solution on [0, T ].

Proof. Let x0 ∈ Xβ be fixed, set f(x(t)) = F (t, x(t), (Gx)(t), (Sx)(t)), define the

operator P on PC ([0, T ], Xα) given by

(Px)(t) = U(t, 0)x0 +

∫ t

0

U(t, τ)f(x(τ))dτ +
∑

0<ti<t

U(t, ti)Ji(x(ti)).

By virtue properties of U(·, ·) (see P150 Theorem 6.1 of [11]), one easily verify that

Px ∈ PC ([0, T ], Xα) for x ∈ PC ([0, T ], Xα).

(1) The operator P is continuous on PC ([0, T ], Xα).

In fact, let x1, x2 ∈ PC ([0, T ], Xα) and ‖x1‖PC([0,T ],Xα), ‖x2‖PC([0,T ],Xα) ≤ ρ

which ρ is a constant. Using assumptions [G](1), [S](1), [F](1), [J] and the properties

of evolution operators (see [3], [12]), we obtain

‖(Px1)(t) − (Px2)(t)‖α

≤ C(α, γ)L(ρ)

∫ t

0

(t − s)−γ
(
‖x1(s) − x2(s)‖α + ‖(Gx1)(s) − (Gx2)(s)‖α

+ ‖(Sx1)(s) − (Sx2)(s)‖α

)
ds

+
∑

0<ti<t

C(α, βi)ei‖x1(ti) − x2(ti)‖α

≤ C(α, γ)L(ρ)

∫ t

0

(t − s)−γ (1 + TLg(ρ)‖k‖ + TLs(ρ)‖h‖) ds‖x1 − x2‖PC([0,T ],Xα))

≤

(
L+

n∑

i=1

C(α, βi)ei

)
‖x1 − x2‖PC([0,T ],Xα)

where L = L(ρ)C(α, γ)T 1−γ

1−γ
[1 + TLg(ρ)‖k‖ + TLs(ρ)‖h‖].
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(2) The P is a compact operator.

Let B be bounded subset of PC ([0, T ], Xα), there exists a constant µ such that

‖x‖PC([0,T ],Xα) ≤ µ for all x ∈ B. Using assumption [J], there exists a constant

N such that ‖Ji(x(t))‖βi
≤ N for all x ∈ B, t ∈ [0, T ], i = 1, 2, · · · , n. Also by

Lemma 2.3 and Lemma 2.4, assumption [F](2), there exists a constant ω such that

‖F (t, x(t), (Gx)(t), (Sx)(t))‖X ≤ ω for all x ∈ B. Further PB is a bounded subset of

PC ([0, T ], Xα). In fact, let x ∈ B, we obtain

‖(Px)(t)‖α ≤ C(α, β)‖x0‖β + N

n∑

i=1

C(α, βi) + TωC(α, γ)
T 1−γ

1− γ
for all t ∈ [0, T ].

Define K = PB and K(t) = {(Px)(t)|x ∈ B} for t ∈ [0, T ]. Clearly, K(0) = {x0}

is compact, and hence, it is only necessary to consider t > 0. For 0 < ε < t ≤ T ,

define

(3.2) Kε(t) = (PεB)(t) = {U(t, t − ε)(Px)(t − ε)|x ∈ B} .

Since A−1(0) is compact, Xβ ↪→↪→ Xα for 0 ≤ α < β ≤ 1. Further, by K(t) is a

bounded subset of PC ([0, T ], Xα), it follows from the above expression that Kε(t) is

relatively compact in Xα for t ∈ (ε, T ].

For interval (0, t1], (3.2) reduces to

Kε(t) = {(U(t, t − ε)(Px)(t − ε)|x ∈ B} ,

furthermore

sup {‖(Px)(t) − (Pεx)(t)‖α‖x ∈ B} ≤ sup

{∫ t

t−ε

‖U(t, τ)f(x(τ))‖αdτ

∣∣∣∣x ∈ B

}

≤ ωC(α, γ)
ε1−γ

1 − γ
for t ∈ (ε, t1],

showing that the set K(t) can be approximated to an arbitrary degree of accuracy by

a relatively compact set for t ∈ (0, t1]. Hence K(t) itself is relatively compact in Xα

for t ∈ (0, t1].

Consider interval (t1, t2], we define

K(t1 + 0) = {(Px)(t1) + J1((Px)(t1))|x ∈ B} .

By the assumption [J], one can verify that K(t1 +0) is a bounded subset of Xβ1
. Since

A−1(0) is compact, Xβ1
↪→↪→ Xα(α < β1), so, K(t1 + 0) is relatively compact in Xα.

Also since (3.2) reduces to

Kε(t) = {U(t, t − ε)(Px)(t − ε)|x ∈ B} ,

furthermore

sup

{
‖(Px)(t) − (Pεx)(t)‖α

∣∣∣∣x ∈ B

}
≤ C(α, γ)

ωε1−γ

1 − γ
for t ∈ [t1 + ε, t2],
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note that the set K(t) can be approximated to an arbitrary degree of accuracy by a

relatively compact set Kε(t) for t ∈ (t1, t2]. Thus K(t) is relatively compact in Xα for

t ∈ (t1, t2].

In general, given any ti ∈ Θ, i = 1, 2, · · · , n, we define K(ti + 0) =
{
(Px)(ti) +

Ji((Px)(ti))|x ∈ B
}
, using assumption [J], Xβi

↪→↪→ Xα(α < βi), we known K(ti +0)

is relatively compact in Xα. And the associated Kε(t) over the interval (ti, ti+1] is

given by

Kε(t) = {U(t, t − ε)(Px)(t − ε)|x ∈ B} (i = 1, 2, · · · , n),

furthermore

sup

{
‖(Px)(t) − (Pεx)(t)‖α

∣∣∣∣x ∈ B

}
≤ C(α, γ)

ωε1−γ

1 − γ
for t ∈ [ti + ε, ti+1],

Similarly, we can know K(t) itself is relatively compact in Xα for t ∈ (ti, ti+1].

Now, we repeat the procedures till the time interval which is expanded. Thus we

obtain that the set K(t) itself is relatively compact for t ∈ [0, T ]\Θ and K(ti + 0) is

relatively compact for ti ∈ Θ.

For piece wise equicontinuity, we show that the K is equicontinuity in interval

(ti, ti+1), i = 0, 1, · · · , n.

For interval (0, t1), we note that for t1 > h ≥ 0, x ∈ B, have

‖(Px)(h) − (Px)(0)‖α ≤ C(α, β, θ)hθ‖x0‖β + C(α, γ)ω
h1−γ

1 − γ
,

and, for t1 ≥ t + h ≥ t ≥ ζ > 0 and x ∈ B,

(Px)(t + h) − (Px)(t) = U(t + h, 0)x0 − U(t, 0)x0 +

∫ t+h

t

U(t + h, s)f(x(s))ds

+

∫ t

t−ζ

[U(t + h, s) − U(t, s)]f(x(s))ds

+

∫ t−ζ

0

[U(t + h, s) − U(t, s)]f(x(s))ds.

By

lim
h→0+

‖U(t + h, s) − U(t, s)‖0,α = 0 for all 0 ≤ s ≤ t ≤ T,

we obtain

‖(Px)(t + h) − (Px)(t)‖α ≤ C(α, β, θ)hθ‖x0‖β + 2ωC(α, 0)ζ + ωC(α, γ)
h1−γ

1− γ

+ ω

∫ t−ζ

0

‖U(t + h, s) − U(t, s)‖0,αds

≤ C(α, β, θ)hθ‖x0‖β + 3ωC̃h1−γ + ω

∫ t−ζ

0

‖U(t + h, s) − U(t, s)‖0,αds



490 Y. PENG, X. XIANG, AND W. WEI

for ζ ≤ h < 1, where C̃ = C(α, 0) + C(α,γ)
1−γ

. Thus right hand side of this expression

can be made as small as desired by choosing h sufficiently small. That is, K is

equicontinuity in interval (0, t1).

In general, for time interval (ti, ti+1) (i = 1, 2, · · · , n), we similarly obtain follow-

ing inequalities

‖(Px)(t + h) − (Px)(t)‖α ≤ C(α, βi, θ)h
θ‖xi‖βi

+ 3ωC̃h1−γ

+ ω

∫ t−ζ

ti

‖U(t + h, s) − U(t, s)‖0,αds

same show that the K is equicontinuity in interval (ti, ti+1).

Hence, by the generalize Ascoli-Arzela theorem (see Lemma 2.2), this justifies

that PB is a relatively compact subset of PC ([0, T ], Xα). Furthermore, we show

that P is a compact operator.

(3) The P has a fixed point in PC ([0, T ], Xα).

According to Leray-Schauder fixed point theory it suffices to show that
∐

≡ {x ∈

PC ([0, T ], Xα) |x = σPx, σ ∈ [0, 1]} is a bounded subset of PC ([0, T ], Xα). In fact,

let x ∈
∐

, we have

‖x(t)‖α ≤ C(α, β)‖x0‖β + a0T

(
1

T
+ ag‖k‖ + as‖h‖

)

+ σλaF as‖h‖TC(α, γ)

∫ T

0

‖x(τ)‖λ
αdτ

+ b0

∫ t

0

(t − τ)−γ‖x(τ)‖αdτ + b0ag‖k‖

∫ t

0

(t − τ)−γ‖xτ‖Bdτ

+
∑

0<ti<t

C(α, βi)‖Ji(x(ti))‖βi

where a0 = aC(α, γ)T 1−γ

1−γ
, b0 = σaC(α, γ).

Let t ∈ [0, t1], by Lemma 2.1, we know that there exists a constant M ∗
1 > 0 such

that

‖x‖C([0,t1],Xα) ≤ M∗
1 .

Using assumption [J], there exists a M
∗

1 such that
∥∥x
(
t+1
)∥∥

α
≤ M

∗

1.

Consider time interval (t1, t2], we have

‖x(t)‖α ≤ C(α, β1)
∥∥x
(
t+1
)∥∥

β1
+ a0T

(
1

T
+ ag‖k‖ + as‖h‖

)

+ σλaFas‖h‖TC(α, γ)

∫ T

0

‖x(τ)‖λ
αdτ

+ b0

∫ t

0

(t − τ)−γ‖x(τ)‖αdτ + b0ag‖k‖

∫ t

0

(t − τ)−γ‖xτ‖Bdτ.
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By Lemma 2.1 and assumption [J], there exist constants M ∗
2 , M

∗

2 > 0 such that

‖x‖C((t1 ,t2],Xα) ≤ M∗
2 ,

∥∥x
(
t+2
)∥∥

α
≤ M

∗

2.

In general, for time interval (ti, ti+1] (i = 1, 2, · · · , n − 1), similarly, there exist

constants M∗
i+1, M

∗

i+1 > 0 such that

‖x‖C((ti ,ti+1],Xα) ≤ M∗
i+1,

∥∥x
(
t+i+1

)∥∥
α
≤ M

∗

i+1.

For interval (tn, T ], we know that

‖x(t)‖α ≤ C(α, βn)
∥∥x
(
t+n
)∥∥

βn
+ a0T

(
1

T
+ ag‖k‖ + as‖h‖

)

+ σλaFas‖h‖TC(α, γ)

∫ T

0

‖x(τ)‖λ
αdτ

+ b0

∫ t

0

(t − τ)−γ‖x(τ)‖αdτ + b0ag‖k‖

∫ t

0

(t − τ)−γ‖xτ‖Bdτ.

By Lemma 2.1, there exists a constant M ∗
n+1 > 0 such that

‖x‖C((tn ,T ],Xα) ≤ M∗
n+1.

Define

M∗ =
n∑

i=1

(
M∗

i + M
∗

i

)
+ M∗

n+1,

then we obtain

‖x‖PC([0,T ],Xα) ≤ M∗.

Thus
∐

is a bounded subset of PC ([0, T ], Xα).

Thus, by Leray-Schauder fixed point theory, we obtain P has a fixed point in

PC ([0, T ], Xα). This implies that the equation (3.1) have a PC −α-mild solution on

PC ([0, T ], Xα).

The above theorem tells us that solvability of impulsive integro-differential equa-

tion of mixed type. The next result gives the existence of PC − α-mild solution of

integro-differential equation without impulsive.

Corollary 3.1: Suppose A−1(0) is compact. Under the assumptions [F], [G], [S],

the equation
{

ẋ(t) + A(t)x(t) = F (t, x(t), (Gx)(t), (Sx)(t)), t ∈ (0, T ],

x(0) = x0,

has a α-mild solution on [0, T ].

Remark 3.1: The uniqueness of solution of equation (3.1) cannot be obtained.
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4. EXISTENCE OF OPTIMAL CONTROLS

In this section, we discuss the existence of optimal controls of systems governed

by general equation (1.4).

We suppose that A(0) has a compact resolvent, Y is another separable reflexive

Banach space from which the controls u take the value. We denote a class of nonempty

closed and convex subsets of Y by Pf(Y ). The multifunction ω : [0, T ] −→ Pf(Y )

is measurable and ω(·) ⊂ E where E is bounded set of Y , the admissible control

set Uad = Sp
ω = {u ∈ Lp(E)|u(t) ∈ ω(t) a.e}. Uad 6= ∅ (see P142 Proposition 1.7 and

P174 Lemma 3.2 of [8]).

Consider the following controlled system

(4.1)

{
ẋ(t) + A(t)x(t) = F (t, x(t), (Gx)(t), (Sx)(t)) + B(t)u(t), t ∈ (0, T ] \ Θ,

u ∈ Uad, x(0) = x0, ∆x(ti) = Ji(x(ti)), ti ∈ Θ.

Suppose [B]: B ∈ L∞ ([0, T ], £ (Y , Xα)).

It is easy to see that Bu ∈ Lp ([0, T ], Xα) for all u ∈ Uad. Define F̃ (t, x) =

F (t, x(t), (Gx)(t), (Sx)(t)) + B(t)u(t). It is obvious that F̃ satisfies the assumption

[F].

Theorem 4.A: Suppose A(0) has a compact resolvent. Under assumptions [F],

[G], [S], [J] and [B], for every u ∈ Uad, system (4.1) has a PC − α-mild solution

corresponding to u.

We consider the Lagrange problem (P):

Find (x0, u0) ∈ PC ([0, T ], Xα) × Uad such that

J
(
x0, u0

)
≤ J (xu, u) for all u ∈ Uad,

where

J (xu, u) =

∫ T

0

l (t, xu(t), u(t)) dt,

xu denotes the PC − α-mild solution of system (4.1) corresponding to the control

u ∈ Uad.

We introduce some assumptions on l.

[L]: (1) The functional l : [0, T ] × Xα × Y −→ R
⋃
{∞} is Borel measurable.

(2) l(t, ·, ·) is sequentially lower semicontinuous on Xα×Y for almost all t ∈ [0, T ].

(3) l(t, x, ·) is convex on Y for each x ∈ Xα and almost all t ∈ [0, T ].

(4) There exist constants b ≥ 0, c > 0 and ϕ ∈ L1([0, T ], R) such that

l(t, x, u) ≥ ϕ(t) + b‖x‖α + c‖u‖p
Y for all x ∈ Xα, u ∈ Y.

By the Lemma 4.1 of [16] and Lemma 4.1 of [13], it’s easy to get following

important lemma.
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Lemma 4.1: In addition to [A] and [B], we assume that A(0) has a compact

resolvent, then the operator

Q : Lp([0, T ], X) −→ C([0, T ], Xα)

(
0 < α <

p − 1

p

)

given by

(Qf)(t) =

∫ t

0

U(t, s)f(s)ds

is strongly continuous.

Now we can give the another main result of this paper again, existence of optimal

controls for problem.

Theorem 4.B: Suppose the assumption [L] and the assumptions of Theorem 4.A

holds, problem (P) has admits at least one optimal pair.

Proof. If inf {J (xu, u) |u ∈ Uad} = +∞, there is nothing to prove.

Assume that inf {J (xu, u) |u ∈ Uad} = m < +∞. Using assumption [L], we have

m > −∞. By definition of infimum there exists a minimizing sequence feasible pair

{(xn, un)} ⊂ Aad ≡ {(x, u)|x is a PC−α-mild solution of equation (4.1) corresponding

to u ∈ Uad}, such that J (xn, un) −→ m as n → +∞. Since {un} ⊆ Uad, {u
n} is

bounded in Lp([0, T ], Y ), there exists a subsequence, relabeled as {un}, and u0 ∈

Lp ([0, T ], Y ) such that

un w
−→ u0 in Lp([0, T ],Y ).

Uad is closed and convex, thanks to Marzur Lemma, u0 ∈ Uad.

Suppose xn is the PC − α-mild solution of system (4.1) corresponding to un

(n = 0, 1, 2, · · · ), xn satisfies the following integral equation

xn(t) = U(t, 0)x0 +

∫ t

0

U(t, τ) [F (τ, xn(τ), (Gxn)(τ), (Sxn)(τ)) + B(τ)un(τ)] dτ

+
∑

0<ti<t

U(t, ti)Ji(x
n(ti)).

Let Fn(τ) ≡ F (τ, xn(τ), (Gxn) (τ), (Sxn) (τ)), by assumptions [G](2), [S](2), [F](2),

[J], [B] and Lemma 2.1, we obtain that Fn ∈ Lb([0, T ], X), hence Fn(·) ∈ Lp([0, T ], X),

furthermore, {Fn(·)} ⊆ X, {Fn(·)} is bounded in Lp([0, T ], X), there exists a subse-

quence, relabeled as {Fn(·)}, and
−

F (·) ∈ Lp([0, T ], X) such that

Fn(·)
w

−→
−

F (·) in Lp([0, T ], X).

By Lemma 4.1, we have

QFn −→ Q
−

F in PC ([0, T ],Xα) .
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We consider the following impulsive differential equation

(4.2)

{
ẋ(t) + A(t)x(t) = F (t) + B(t)u0(t), t ∈ (0, T ) \ Θ,

x(0) = x0, ∆x(ti) = Ji(x(ti)), ti ∈ Θ.

By Theorem 3.A, we know that equation (4.2) has a PC − α-mild solution

x(t) = U(t, 0)x0 +

∫ t

0

U(t, τ)
[
F (τ) + B(τ)u0(τ)

]
dτ +

∑

0<ti<t

U(t, ti)Ji(x(ti)).

Define

ηn(t) =

∥∥∥∥
∫ t

0

U(t, τ)
[(

Fn(τ) − F (τ)
)

+ B(τ)
(
un(τ) − u0(τ)

)]
dτ

∥∥∥∥
α

.

Using Lemma 4.1, we have

ηn −→ 0 in C([0, T ], R) as n −→ ∞.

By assumptions [J](2), we obtain

‖xn(t) − x(t)‖α ≤ ηn(t) +
∑

0<ti<t

C(α, βi)ei ‖x
n(ti) − x(ti)‖α .

Using Gronwall inequality with impulse, we obtain that

xn −→ x in PC ([0, T ], Xα) ,

furthermore, using assumption [F](1), we also obtain

Fn(·) −→ F (·, x(·), (Gx)(·), (Sx)(·)) in PC([0, T ], X).

Using the uniqueness of limit, we have

F (t) = F (t, x(t), (Gx)(t), (Sx)(t)),

furthermore,

x(t) = U(t, 0)x0 +

∫ t

0

U(t, τ)
[
F (t, x(t), (Gx)(t), (Sx)(t)) + B(τ)u0(τ)

]
dτ

+
∑

0<ti<t

U(t, ti)Ji(x(ti)).

Thus, x is a PC − α-mild solution of equation (4.1) corresponding to u0.

Since PC ([0, T ], Xα) ↪→ L1 ([0, T ]I, Xα), using the assumption [L] and Balder’s

theorem, we can obtain

m = lim
n→∞

∫ T

0

l (t, xn(t), un(t)) dt ≥

∫ T

0

l
(
t,

−
x (t), u0(t)

)
dt = J

(
−
x, u0

)
≥ m.

This show that J attains its minimum at u0 ∈ Uad.
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5. EXAMPLE

In this section, an example is given to illustrate our theory, we consider the

following problem:

(5.1)





∂
∂t

x(t, y) = (t + 1)∆x(t, y) + x(t, y) + u(t, y) +
∫ t

0

√
x2(τ, y) + 1dτ

+
∫ 1

0
(t + τ)2

√
x2(τ, y) + 1dτ, y ∈ Ω, t ∈ (0, 1] \ Λ,

x(t, y)|[0,1]×∂Ω = 0, x(0, y) = 0, x(ti + 0, y) − x(ti − 0, y) = −x(ti, y),

y ∈ Ω, ti ∈ Λ,

where Λ =
{

i
9
|i = 1, · · · , 8

}
, Ω ⊂ R3 is bounded domain with C3−boundary ∂Ω.

Let X = L2(Ω), D(A) = H2(Ω)
⋂

H1
0 (Ω), and A(t)x = −(t+1)∆x for x ∈ D(A),

Uad = {u ∈ X : ‖u‖X ≤ 1} is closed and convex. By Nirenberg-Gagliardo inequality

and the condition of Theorem 4.A, we can choose α = 11
24

, such that X 11

24

↪→ C1(Ω).

Let

J(x, u) =

∫ T

0

∫

Ω

|x(t, ξ)|2dξdt +

∫ T

0

∫

Ω

|u(t, ξ)|2dξdt.

Define [x(·)](y) = x(·, y), [(Gx)(·)](y) =
∫ ·

0

√
x2(τ, y) + 1dτ , [(Sx)(·)](y) =

∫ 1

0
(·+

τ)2
√

x2(τ, y) + 1dτ , F (·, x(·), (Gx)(·), (Sx)(·))(y) = x(·, y) + Gx(·, y) + Sx(·, y),

B(·)[u(·)](y) = u(·, y), then F satisfying assumption [F]. The problem (5.1) can be

rewritten as

(5.2)

{
ẋ(t) + A(t)x(t) = F (t, x(t), (Gx)(t), (Sx)(t)) + B(t)u(t), t ∈ (0, 1] \ Λ,

x(0) = x0, x
(

i
9

+ 0
)
− x

(
i
9
− 0
)

= −x
(

i
9

)
, i = 1, · · · , 8,

with the cost function

J(u) =

∫ T

0

(
‖x(t)‖2

X + ‖u(t)‖2
X

)
dt.

Obviously, it satisfies all the assumptions given in our former theorems, our results

can be used to (5.1).
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