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ABSTRACT. In this paper we define a multivalued stochastic integral in the plane. Then a

multivalued stochastic equation in the plane as an abstract stochastic equation in a hyperspace of

subsets of the space of square integrable random vectors is investigated. We prove existence and

uniqueness of solutions as well as some additional properties. Similar results to a fuzzy valued

stochastic integral equation in the plane are stated as applications.
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1. INTRODUCTION

The study on deterministic multivalued differential equations was started in [7]

and it has been later extensively developed, among others, in connection with prob-

lems of control theory, differential inclusions and fuzzy differential equations (see [5],

[8]–[10], [18], [23]–[26], [46] and references therein). Multivalued differential equations

exhibit a natural extension of the theory of single-valued differential equations and

one of their main advantages is that they can be used as a useful tool for studying

properties of solutions to differential inclusions. In stochastic case, although there

exists a wide literature where attempts have been made to investigate stochastic dif-

ferential (or integral) inclusions (see e.g., [1]–[4], [19]–[22], [34], [35], [37]–[39] and

references therein), the problem of existence and properties of solutions to stochastic

multivalued or fuzzy-valued equations seems to be still insufficiently developed until

now. The study concerning with such equations can be found in [28]–[33], [40] and

[42]. In this paper we consider multivalued stochastic integral equations driven by
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Wiener process in the plane. The main tool used in this paper is a notion of set-

valued stochastic integral in the plane. This integral is a subset of the space of square

integrable random vectors. Such an integral is a set-valued counterpart of a single-

valued two parameter stochastic integral developed earlier in literature (see e.g., [6],

[12], [45], [49] and references therein). Consequently, multivalued stochastic equations

are understood as abstract equations in the space of nonempty, closed, bounded and

convex subsets of the space of square integrable random vectors. Hence evolutions

of their solutions vary in an infinite dimensional space. We present the existence

and uniqueness of solutions for such equations as well as their typical properties. We

give also some applications to fuzzy-valued stochastic integral equations in the plane.

The work presented here extends results obtained both for one-parameter multivalued

(also fuzzy-valued) deterministic and stochastic differential equations as well as for

single-valued stochastic differential equations in the plane studied earlier in [50]–[53].

2. PRELIMINARIES

Let I×J = [0, S]× [0, T ] denote the parameter set together with partial ordering:

(s, t) � (s′, t′) if and only if s ≤ s′ and t ≤ t′.

We will also write

(s, t) ≺ (s′, t′) if and only if s < s′ and t < t′.

Throughout the paper we shall deal with a complete filtered probability space

(Ω, F, {Fs,t}(s,t)∈I×J , P ), where {Fs,t}(s,t)∈I×J is a family of sub-σ-fields of F such that

Fs,t ⊂ Fs′,t′ , if (s, t) � (s′, t′). We will assume that {Fs,t}(s,t)∈I×J satisfies the following

additional conditions:

(i) F0,0 contains all P -null sets,

(ii) Fs,t =
⋂

(s,t)≺(u,v)

Fu,v for every (s, t) ∈ [0, S) × [0, T ),

(iii) for every (s, t) ∈ I×J , the σ-algebras Fs,T and FS,t are conditionally independent

relative to Fs,t.

A stochastic process (or random field) X : I × J × Ω → R
d is said to be {Fs,t}-

adapted, if X(s, t, ·) : Ω → R
d is an Fs,t-measurable random vector for every fixed

(s, t) ∈ I × J . Let {Bs,t}(s,t)∈I×J be a two-parameter real valued {Fs,t}-Wiener

process. In particular, it is a two-parameter, continuous Gaussian process such that

EBs,t = 0 and E(Bs,tBs′,t′) = min{s, s′} ·min{t, t′} for every s, s′ ∈ I and t, t′ ∈ J (see

[6]). Let N denote the σ-algebra of nonanticipating sets (elements) in I ×J ×Ω, i.e.,

N := {A ∈ B(I × J) ⊗ F : As,t ∈ Fs,t ∀(s, t) ∈ I × J},

where As,t = {ω ∈ Ω : (s, t, ω) ∈ A}. A stochastic process X : I × J × Ω → R
d is

nonanticipating if it is an N -measurable mapping. It is easy to see that a stochastic
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process X is nonanticipating if and only if it is B(I × J) ⊗ F-measurable and {Fs,t}-

adapted. Denote by λ the Lebesgue measure on the σ-algebra B(I × J) of Borel sets

in I × J . For the sake of convenience we shall use the notations: L2
N (λ × P ) :=

L2(I × J × Ω,N , λ × P ; Rd), L2
s,t := L2(Ω, Fs,t, P ; Rd) and L2 := L2(Ω, F, P ; Rd).

For X ∈ L2
N (λ × P ) one can define both the stochastic Lebesgue integral process(

s∫
0

t∫
0

Xu,vλ(du, dv)

)

(s,t)∈I×J

and Itô’s type integral process

(
s∫
0

t∫
0

Xu,vdBu,v

)

(s,t)∈I×J

(see [6] for details). Both of them are continuous and {Fs,t}-adapted random fields.

Moreover, the integral process

(
s∫
0

t∫
0

Xu,vdBu,v

)

(s,t)∈I×J

is a continuous square inte-

grable martingale with respect to the filtration {Fs,t}(s,t)∈I×J and it satisfies Itô’s

isometry:

E

∥∥∥∥∥∥

s∫

s′

t∫

t′

Xu,vdBu,v

∥∥∥∥∥∥

2

Rd

= E

s∫

s′

t∫

t′

||Xu,v||
2
Rdλ(du, dv)

for all (s, t), (s′, t′) ∈ I ×J with (s′, t′) � (s, t). In view of Doob’s maximal inequality

for two-parameter martingales we have (c.f. [6]):

E


 sup

(s,t)∈I×J

∥∥∥∥∥∥

s∫

0

t∫

0

Xu,vdBu,v

∥∥∥∥∥∥

2

Rd


 ≤ 16E

S∫

0

T∫

0

||Xu,v||
2
Rdλ(du, dv).

Let X be a separable Banach space. By a Kb(X) we denote the family of all

nonempty closed and bounded subsets of X while by Kb
c(X) we mean those of elements

from Kb(X) that are also convex subsets of X. The Hausdorff metric HX in Kb(X) is

defined by:

HX(A, B) := max{sup
a∈A

distX(a, B), sup
b∈B

distX(b, A)}

where distX(a, B) := inf
b∈B

||a− b||X and || · ||X is a norm in X. Moreover (Kb(X), HX) is

a complete metric space and Kb
c(X) is a closed subspace of this space. Let us assume

that A, B, C, D ∈ Kb
c(X). Then it holds (see [15]):

HX(A + B, C + D) ≤ HX(A, C) + HX(B, D)

and

HX(A + B, C + B) = HX(A, C)

where A+B denotes the Minkowski sum of A and B. For A ∈ Kb(X) we set |||A||| :=

HX (A, {0}) = sup
a∈A

||a||X. If A, B ∈ Kb
c(X) then A⊖B denotes the Hukuhara difference

(if it exists) between the sets A and B, i.e., the set C ∈ Kb
c(X) such that A = B + C.

Let (U,U) be a measurable space and let M denote a set of U-measurable map-

pings f : U → X. Recall, the set M is said to be decomposable if for every f1, f2 ∈ M

and every A ∈ U it holds: f11A + f21U\A ∈ M.
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Let F : I × J × Ω → Kb(Rd) be a given set-valued mapping. It is called a

two-parameter nonanticipating set-valued process if it is N -measurable in the sense

of set-valued analysis (c.f. [15]). It is called L2
N (λ×P )-integrally bounded set-valued

stochastic process if

|||F ||| ∈ L2(I × J × Ω,N , λ × P ; R+).

For such a mapping, by Kuratowski and Ryll-Nardzewski Measurable Selection

Theorem (c.f. [15]) the set of its nonanticipating and square integrable selections

S2
N (F, λ × P ) := {f ∈ L2

N (λ × P ) : f ∈ F, λ × P -a.e.}

is nonempty.

Let F, G : I × J ×Ω → Kb(Rd) be set-valued and L2
N (λ× P )-integrally bounded

nonanticipating processes. We can define the following set-valued counterparts of

single-valued stochastic integrals in the plane.

Definition 2.1. By a two-parameter trajectory stochastic Lebesgue integral of F and

by a two-parameter set-valued trajectory Itô’s integral of G, we mean the following

sets contained in L2
S,T

S∫

0

T∫

0

Fu,vλ(du, dv) :=






S∫

0

T∫

0

fu,vλ(du, dv) : f ∈ S2
N (F, λ × P )






and
S∫

0

T∫

0

Gu,vdBu,v :=





S∫

0

T∫

0

gu,vdBu,v : g ∈ S2
N (G, λ × P )





respectively. Similarly, we define:

s∫

s
′

t∫

t′

Fu,vλ(du, dv) :=

S∫

0

T∫

0

1[s′,s]×[t′,t] (u, v)Fu,vλ(du, dv)

and
s∫

s
′

t∫

t′

Gu,vdBu,v :=

S∫

0

T∫

0

1[s′,s]×[t′,t] (u, v)Gu,vdBu,v

for every (s, t), (s′, t′) ∈ I × J with (s′, t′) � (s, t).

We shall present some properties of set-valued trajectory Lebesgue and set-valued

trajectory Itô’s integrals in the plane.

Theorem 2.2. Let F : I ×J ×Ω → Kb
c(R

d) be a set-valued and L2
N (λ×P )-integrally

bounded nonanticipating process. Then

a) S2
N (F, λ × P ) is a nonempty, closed, bounded, convex, decomposable and weakly

compact subset of L2
N (λ × P ).
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b) both integrals
s∫

s′

t∫
t′

Fu,vλ(du, dv) and
s∫

s′

t∫
t′

Fu,vdBu,v are nonempty, closed, bounded,

convex and weakly compact subsets of L2
s,t for every (s, t), (s′, t′) ∈ I×J with (s′, t′) �

(s, t).

Proof. a) As it was mentioned earlier, nonemptiness of S2
N (F, λ × P ) is assured by

Kuratowski and Ryll-Nardzewski Measurable Selection Theorem. Other properties of

this set follow immediately from the assumptions imposed on F . The decomposability

of this set follows by Theorem 3.1 in [14].

b) The convexity of the sets
s∫

s′

t∫
t′

Fu,vλ(du, dv) and
s∫

s′

t∫
t′

Fu,vdBu,v follows from the same

property of the set S2
N (F, λ × P ). The boundedness of the set

s∫
s′

t∫
t′

Fu,vλ(du, dv) in

the space L2
s,t is a consequence of the following inequality

(2.1) E

∥∥∥∥∥∥

s∫

s′

t∫

t′

fu,vλ(du, dv)

∥∥∥∥∥∥

2

Rd

≤ (s − s′)(t − t′)

∫

[s′,s]×[t′,t]×Ω

||f ||2
Rddλ × dP,

for every f ∈ S2
N (F, λ×P ). So, by reflexivity of the space L2

s,t the set
s∫

s′

t∫
t′

Fu,vλ(du, dv)

is sequentially relatively weakly compact (c.f. [11]). In order to show its norm closed-

ness in the space L2
s,t let us take an arbitrary sequence {un} ⊂

s∫
s′

t∫
t′

Fu,vλ(du, dv) such

that un → u in L2
s,t strongly. Then there exists a sequence {f (n)} ⊂ S2

N (F, λ×P ) such

that un =
s∫

s′

t∫
t′

f
(n)
u,v λ(du, dv) for every n ≥ 1. Since the set S2

N (F, λ×P ) is weakly com-

pact, there exists a subsequence {f (nk)} of {f (n)} such that f (nk) ⇀ f in L2
N (λ × P ),

where ⇀ denotes weak convergence. In view of part a) the set S2
N (F, λ×P ) is weakly

compact. Thus we conclude f ∈ S2
N (F, λ× P ). For fixed (s′, s), (t′, t) ∈ I × J , where

(s′, s) � (t′, t), let us consider a linear operator T
s,t
s′,t′ : L2

N (λ × P ) → L2
s,t defined

by T
s,t
s′,t′(g) :=

s∫
s′

t∫
t′

gu,vλ(du, dv). In view of (2.1), it follows that the operator T
s,t
s′,t′ is

norm-to-norm continuous. Hence, by Theorem 15 in chap. 5.3 [11], it is equivalent

to its continuity with respect to weak topologies. Therefore unk
= T

s,t
s′,t′(f

(nk)) ⇀

T
s,t
s′,t′(f) in L2

s,t. Thus we have u = T
s,t
s′,t′(f), which proves the closedness of the set

s∫
s′

t∫
t′

Fu,vλ(du, dv) in the norm topology of the space L2
s,t. Consequently, it proves its

weak compactness as well.

In a similar way one can proceed with the set
s∫

s′

t∫
t′

Fu,vdBu,v. Indeed, let u ∈

s∫
s′

t∫
t′

Fu,vdBu,v. Then there exists a selection f ∈ S2
N (F, λ × P ) such that u =
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s∫
s′

t∫
t′

fu,vdBu,v. Thus by Doob’s maximal inequality and Itô’s isometry, we obtain

E
(
||u||2

Rd

)
≤ E


 sup

(s,t)∈I×J

∥∥∥∥∥∥

s∫

0

t∫

0

fu,vdBu,v

∥∥∥∥∥∥

2

Rd




≤ 16E

S∫

0

T∫

0

||fu,v||
2
Rd λ(du, dv) ≤ 16

∫

I×J×Ω

|||F |||2dλ × dP < ∞.

Thus we conclude that
s∫

s′

t∫
t′

Fu,vdBu,v is a bounded subset of the space L2
s,t for (s′, s),

(t′, t) ∈ I × J , where (s′, s) � (t′, t). Let us take an arbitrary sequence {un} ⊂
s∫

s′

t∫
t′

Fu,vdBu,v converging strongly to some element u ∈ L2
s,t. Then for every n ≥ 1

there exists f (n) ∈ S2
N (F, λ × P ) such that un =

s∫
s′

t∫
t′

fn
u,vdBu,v. We shall show that

u =
s∫

s′

t∫
t′

fu,vdBu,v for some f ∈ S2
N (F, λ × P ). By Itô’s isometry we have:

‖un − um‖
2
L2 =

∥∥∥∥∥∥

s∫

s′

t∫

t′

f (n)
u,v dBu,v −

s∫

s′

t∫

t′

f (m)
u,v dBu,v

∥∥∥∥∥∥

2

L2

=

∫

[s′,s]×[t′,t]×Ω

∥∥f (n) − f (m)
∥∥2

Rd dλ × dP.

Consequently, {f (n)} is a Cauchy sequence in L2
N (λ × P ). Hence it is convergent to

some element f ∈ L2
N (λ×P ). Since the set S2

N (F, λ×P ) is closed, we conclude that

u =
s∫

s′

t∫
t′

fu,vdBu,v. This proves the closedness of the set
s∫

s′

t∫
t′

Fu,vdBu,v in the space

L2
s,t. In a similar way as in the case of the set

s∫
s′

t∫
t′

Fu,vλ(du, dv) one can prove the

weak compactness of the set
s∫

s′

t∫
t′

Fu,vdBu,v.

Remark 2.3. Similarly as in the one-parameter case ([36]), the set-valued trajectory

integral
S∫
0

T∫
0

Fu,vdBu,v need not be a decomposable subset of the space L2(Ω, FS,T , P ; Rd)

in general. Indeed, let I×J = [0, 1]2 and let us take an one-dimensional two-parameter

Wiener process {Bs,t}(s,t)∈I×J on a given filtered probability space (Ω, F, {Fs,t}(s,t)∈I×J , P ).

Let F : I × J ×Ω → Kb
c(R

1) be a constant set F = [0, 1]. Hence F is nonanticipating

and L2
N (λ × P )-integrally bounded multifunction (in fact it is bounded). Then, in

particular, the random variables u = 0 and v = B1,1 belong to the set
1∫
0

1∫
0

Fu,vdBu,v.

If this set were decomposable in the space L2(Ω, F1,1, P ; R1), then for every A ∈ F1,1
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there would exists a selection f ∈ S2
N (F, λ × P ) such that 1AB1,1 =

1∫
0

1∫
0

fu,vdBu,v.

Thus E (1AB1,1) = 0 for every A ∈ F1,1. But taking Aα = {B1,1 ≥ α} for α > 0 we

have E (1Aα
B1,1) ≥ αP (Aα) > 0 which leads to contradiction. In fact, in a similar

way as in one-parameter case (c.f. [17]) one can show that the set
S∫
0

T∫
0

Fu,vdBu,v is

decomposable if and only if the set-valued mapping F is single-valued.

Theorem 2.4. Let F (n) : I × J × Ω → Kb(Rd) be a set-valued, nonanticipating

process for n ∈ N and let F (1)be L2
N (λ × P )-integrally bounded. Let us also assume

F (1) ⊃ F (2) ⊃ ... ⊃ F λ × P -a.e., where F :=
∞⋂

n=1

F (n) λ × P -a.e. Then

s∫

s′

t∫

t′

Fu,vλ(du, dv) =
∞⋂

n=1

s∫

s′

t∫

t′

F (n)
u,v λ(du, dv)

and
s∫

s′

t∫

t′

Fu,vdBu,v =
∞⋂

n=1

s∫

s′

t∫

t′

F (n)
u,v dBu,v

for every (s, t), (s′, t′) ∈ I × J such that (s′, t′) � (s, t).

Proof. Firstly, by virtue of Theorem 3.3 in [16] a set-valued mapping F is nonantici-

pating and L2
N (λ × P )-integrally bounded. Since

S2
N (F (1), λ × P ) ⊃ S2

N (F (2), λ × P ) ⊃ . . . ⊃ S2
N (F, λ × P ), we get

∞⋂

n=1

S2
N (F (n), λ × P ) ⊃ S2

N (F, λ × P ).

Suppose that there exist f ∈

(
∞⋂

n=1

S2
N (F (n), λ × P )

)
\S2

N (F, λ × P ). Then for every

n ∈ N it holds f ∈ F (n) λ × P -a.e. and therefore f ∈ F λ × P -a.e. Since f ∈

L2
N (λ × P ), we have f ∈ S2

N (G, λ × P ). This fact leads to contradiction. Therefore

S2
N (F, λ× P ) =

∞⋂
n=1

S2
N (F (n), λ× P ). Thus it is easy to see that for every fixed (s, t),

(s′, t′) ∈ I × J, (s′, t′) � (s, t) we have





s∫

s′

t∫

t′

fu,vdBu,v : f ∈ S2
N (F, λ × P )






⊂
∞⋂

n=1





s∫

s′

t∫

t′

fu,vdBu,v : f ∈ S2
N (F (n), λ × P )





and also 



s∫

s′

t∫

t′

fu,vλ(du, dv) : f ∈ S2
N (F, λ × P )




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⊂
∞⋂

n=1






s∫

s′

t∫

t′

fu,vλ(du, dv) : f ∈ S2
N (F (n), λ × P )




 .

Now, let η ∈
∞⋂

n=1

s∫
s′

t∫
t′

F
(n)
u,v dBu,v. Then for every n ≥ 1 there exists f (n) ∈ S2

N (F (n), λ×

P ) such that η =
s∫

s′

t∫
t′

f
(n)
u,v dBu,v. Since the family of sets {S2

N (F (n), λ × P ) : n ≥ 1}

decreases it follows that
{
f (n)

}
⊂ S2

N (F (1), λ× P ). By Theorem 2.2 a) there exists a

subsequence
{
f (nk)

}
of
{
f (n)

}
such that

{
f (nk)

}
converges weakly to some f ∈ L2

N (λ×

P ). Since the mapping L2
N (λ × P ) ∋ g 7→

s∫
s′

t∫
t′

gu,vdBu,v ∈ L2
s,t is weakly continuous,

we get η =
s∫

s′

t∫
t′

fu,vdBu,v. Let us note that {f (nk) : k ≥ k0} ⊂ S2
N (F (nk0

), λ × P ) for

every k0 ≥ 1. Thus f ∈ S2
N (F (nk0

), λ × P ) for every k0 ≥ 1 as well and finally we

conclude that f ∈ S2
N (F, λ × P ). Hence η ∈

s∫
s′

t∫
t′

Fu,vdBu,v. This proves the equality

s∫

s′

t∫

t′

Fu,vdBu,v =
∞⋂

n=1

s∫

s′

t∫

t′

F (n)
u,v dBu,v.

In a similar way one can show that

s∫

s′

t∫

t′

Fu,vλ(du, dv) =

∞⋂

n=1

s∫

s′

t∫

t′

F (n)
u,v λ(du, dv).

Theorem 2.5. Let F, G : I ×J ×Ω → Kb(Rd) be the set-valued, nonanticipating and

L2
N (λ × P )-integrally bounded stochastic processes. Then

H2
L2




s∫

s′

t∫

t′

Fu,vλ(du, dv),

s∫

s′

t∫

t′

Gu,vλ(du, dv)


 ≤

≤ (s − s′)(t − t′)

∫

[s′,s]×[t′,t]×Ω

H2
Rd (F, G) dλ × dP

and

H2
L2




s∫

s′

t∫

t′

Fu,vdBu,v,

s∫

s′

t∫

t′

Gu,vdBu,v


 ≤

≤

∫

[s′,s]×[t′,t]×Ω

H2
Rd (F, G) dλ × dP.

for every (s, t), (s′, t′) ∈ I × J, (s′, t′) � (s, t).
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Proof. Let (s′, t′), (s, t) ∈ I×J and (s′, t′) � (s, t) be fixed. For every f ∈ S2
N (F, λ×P )

we have:

dist2
L2




s∫

s′

t∫

t′

fu,vλ(du, dv),

s∫

s′

t∫

t′

Gu,vλ(du, dv)




= inf
g∈S2

N
(G,λ×P )

E

∥∥∥∥∥∥

s∫

s′

t∫

t′

(fu,v − gu,v)λ(du, dv)

∥∥∥∥∥∥

2

Rd

≤ (s − s′)(t − t′) inf
g∈S2

N
(G,λ×P )

∫

[s′,s]×[t′,t]×Ω

||f − g||2
Rddλ × dP.

Let us take a function ϕ : I ×J ×Ω×R
d → R

+ defined by ϕ(u, v, ω, x) := ||fu,v(ω)−

x||2
Rd. Then the mapping ϕ(·, ·, ·, x) is nonanticipating for every fixed x ∈ R

d while

the mapping ϕ(u, v, ω, ·) is continuous for every fixed (s, t, ω) ∈ I ×J ×Ω. Hence, by

Theorem 2.2 in [14] we get

inf
g∈S2

N
(G,λ×P )

∫

[s′,s]×[t′,t]×Ω

||f − g||2
Rddλ × dP

=

∫

[s′,s]×[t′,t]×Ω

inf
x∈Gu,v(ω)

ϕ(u, v, ω, x)λ(du, dv)× P (dω)

≤

∫

[s′,s]×[t′,t]×Ω

H2
Rd(F, G)dλ × dP.

Thus we have

sup
f∈S2

N
(F,λ×P )

dist2L2




s∫

s′

t∫

t′

fu,vλ(du, dv),

s∫

s′

t∫

t′

Gu,vλ(du, dv)





≤ (s − s′)(t − t′)

∫

[s′,s]×[t′,t]×Ω

H2
Rd(F, G)dλ × dP.

As a consequence we obtain first part of the theorem. Using similar argumentation

and Itô’s isometry second part of the theorem can be proved.

By the above theorem the following result can be stated.

Corollary 2.6. Let F : I × J × Ω → Kb
c(R

d) be a set valued, nonanticipating and

L2
N (λ × P )-integrally bounded stochastic processes. Then both

I × J ∋ (s, t) 7→

s∫

0

t∫

0

Fu,vλ(du, dv) ∈ Kb
c(L

2)
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and

I × J ∋ (s, t) 7→

s∫

0

t∫

0

Fu,vdBu,v ∈ Kb
c(L

2)

are continuous set-valued mappings with respect to the metric HL2.

We end this section with the following Wendroff’s type inequality needed in the

sequel (c.f. [43]) .

Lemma 2.7. Let u(s, t), w(s, t) and a(s, t) be non-negative continuous real-valued

functions defined for (s, t) ∈ I ×J . Let the function w(s, t) be non-decreasing in each

variable. If

u(s, t) ≤ w(s, t) +

s∫

0

t∫

0

a(u, v)u(u, v)λ(du, dv) for every (s, t) ∈ I × J ,

then

u(s, t) ≤ w(s, t) exp




s∫

0

t∫

0

a(u, v)u(u, v)λ(du, dv)


 for every (s, t) ∈ I × J.

3. MULTIVALUED STOCHASTIC INTEGRAL EQUATION

From now on we assume that F is separable with respect to probability P . In this

part we consider the following set-valued stochastic integral equation in the plane:

(3.1)

X(s, t) + ξ0,0 = ξs,0 + ξ0,t +
s∫
0

t∫
0

F (u, v, X(u, v)))λ(du, dv)

+
s∫
0

t∫
0

G(u, v, X(u, v)))dBu,v for (s, t) ∈ I × J,

where F, G : I × J × Ω × Kb
c(L

2) → Kb
c(R

d) are given set-valued mappings and the

integrals above are defined as in preceding section. Here, ξ : I × J → Kb
c (L

2) is a

given set-valued mapping. Thus the equation (3.1) is thought as an abstract relation

in the hyperspace of nonempty, bounded, closed and convex subsets of the space L2.

Note also that for F, G and ξ being single-valued maps, multivalued equation (3.1)

reduces to single-valued one considered in [50]-[53].

Definition 3.1. By a solution to equation (3.1) we mean an HL2-continuous mapping

X : I × J → Kb
c(L

2) such that (3.1) is satisfied.

Below we formulate main assumptions imposed on set-valued mappings F, G and

ξ:

(A1) for every U ∈ Kb
c(L

2) the mappings

F (·, ·, ·, U), G(·, ·, ·, U) : I × J × Ω → Kb
c(R

d)

are nonanticipating set-valued two-parameter stochastic processes.
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(A2) there exists a constant K > 0 such that

HRd(F (s, t, ω, A), F (s, t, ω, B)) + HRd(G(s, t, ω, A), G(s, t, ω, B))

≤ KHL2(A, B),

for every (s, t) ∈ I × J , every A, B ∈ Kb
c(L

2), and P -a.e.

(A3) there exists a constant C > 0 such that

HRd(F (s, t, ω, A), {θ}) + HRd(G(s, t, ω, A), {θ}) ≤ C(1 + HL2(A, {Θ})),

for every (s, t) ∈ I × J , every A ∈ Kb
c(L

2), and P -a.e.

(A4) the mapping ξ : I×J → Kb
c (L

2) is assumed to be continuous with respect to the

Hausdorff metric HL2 and such that the Hukuhara difference (ξs,0 + ξ0,t) ⊖ ξ0,0

exists for every (s, t) ∈ I × J , and
∫

I×J

H2
L2((ξs,0 + ξ0,t) ⊖ ξ0,0, {Θ})λ(ds, dt) < ∞.

The symbols θ and Θ denote the zero elements in R
d and L2, respectively. Con-

sider the space C =C(I × J, Kb
c(L

2)) with the metric

̺(X, Y ) = sup
(s,t)∈I×J

HL2(X(s, t), Y (s, t)).

Then (C, ̺) is a complete metric space (cf. Proposition 1.6.19 in [9]).

Theorem 3.2. Let F, G : I × J × Ω × Kb
c(L

2) → Kb
c(R

d) and ξ : I × J → Kb
c(L

2)

satisfy conditions (A1)–(A4). Then equation (3.1) has a unique solution.

Proof. By assumptions imposed on the initial mapping ξ we can define a sequence

{Xn}, Xn : I × J → Kb
c (L

2), n = 0, 1, 2, ... of successive approximations as follows:

X0(s, t) + ξ0,0 = ξs,0 + ξ0,t

and for n = 1, 2, ...

Xn(s, t) + ξ0,0 = ξs,0 + ξ0,t +

s∫

0

t∫

0

F (u, v, Xn−1(u, v))λ(du, dv)+

+

s∫

0

t∫

0

G(u, v, Xn−1(u, v))dBu,v

for every (s, t) ∈ I × J . By Theorem 2.5 and the assumption (A3) one has:

H2
L2




s∫

0

t∫

0

F (u, v, X0(u, v))λ(du, dv), {Θ}




≤ st

∫

[0,s]×[0,t]×Ω

H2
Rd(F (u, v, X0(u, v)), {θ})dλ× dP
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≤ st

∫

[0,s]×[0,t]

2C2(1 + H2
L2(X0(u, v), {Θ}))λ(du, dv).

Let η = 2C2
∫

I×J

(1 + H2
L2(X0(u, v), {Θ}))λ(du, dv). Then we have

H2
L2




s∫

0

t∫

0

F (u, v, X0(u, v))λ(du, dv), {Θ}


 ≤ stη.

In a similar way we obtain the following estimation

H2
L2




s∫

0

t∫

0

G(u, v, X0(u, v))dBu,v, {Θ}





≤

∫

[0,s]×[0,t]×Ω

H2
Rd(G(u, v, X0(u, v)), {θ})dλ× dP

≤

∫

[0,s]×[0,t]

2C2(1 + H2
L2(X0(u, v), {Θ})λ(du, dv) ≤ η.

Hence

H2
L2(X1(t, s), X0(t, s))

= H2
L2




s∫

0

t∫

0

F (u, v, X0(u, v))λ(du, dv) +

s∫

0

t∫

0

G(u, v, X0(u, v))dBu,v, {Θ}




≤ 2H2
L2




s∫

0

t∫

0

F (u, v, X0(u, v))λ(du, dv), {Θ}





+2H2
L2




s∫

0

t∫

0

G(u, v, X0(u, v))dBu,v, {Θ}





≤ 2η(1 + st) ≤ 2η(1 + ST ).

Similarly, by the assumption (A2) and Theorem 2.5, we obtain the following chain of

estimates

H2
L2 (Xn(t, s), Xn−1(t, s))

≤ 2H2
L2




s∫

0

t∫

0

F (u, v, Xn−1(u, v))λ(du, dv),

s∫

0

t∫

0

F (u, v, Xn−2(u, v))λ(du, dv)




+2H2
L2




s∫

0

t∫

0

G(u, v, Xn−1(u, v))dBu,v,

s∫

0

t∫

0

G(u, v, Xn−2(u, v))dBu,v



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≤ 2ST

∫

[0,s]×[0,t]×Ω

H2
Rd (F (u, v, Xn−1(u, v)), F (u, v, Xn−2(u, v)))dλ × dP

+2

∫

[0,s]×[0,t]×Ω

H2
Rd (G(u, v, Xn−1(u, v)), G(u, v, Xn−2(u, v))) dλ × dP

≤ 2K2(ST + 1)

∫

[0,s]×[0,t]

H2
L2 (Xn−1(u, v), Xn−2(u, v))λ(du, dv).

In particular, we infer that

H2
L2 (X2(s, t), X1(s, t))

≤ 2K2(ST + 1)

∫

[0,s]×[0,t]

H2
L2 (X1(u, v), X0(u, v))λ(du, dv)

≤ 2K2(ST + 1)

∫

[0,s]×[0,t]

2η(ST + 1)λ(du, dv)

= 2K2(ST + 1)22ηst.

Therefore, by mathematical induction

H2
L2 (Xn(s, t), Xn−1(s, t)) ≤ (2K2)n−1(ST + 1)n2η

sn−1

(n − 1)!

tn−1

(n − 1)!

≤ (2K2)n−1(ST + 1)n2η
Sn−1

(n − 1)!

T n−1

(n − 1)!
.

Hence

̺2 (Xn, Xn−1) ≤ (2K2)n−1(ST + 1)n2η
Sn−1

(n − 1)!

T n−1

(n − 1)!
.

Consequently, for m < n we have:

̺(Xn, Xm) ≤
n∑

k=m+1

√
(2K2)k−1(ST + 1)k2η

Sk−1

(k − 1)!

T k−1

(k − 1)!

≤ α

n∑

k=m+1

βk−1

(k − 1)!
,

where

α =
√

2η
(
(max{S, T})2 + 1

)

and

β =
√

2K2
(
(max{S, T})2 + 1

)
max{S, T}.

Since the last sum converges to zero as m, n → ∞, it follows that {Xn} is a

Cauchy sequence in C. Hence, there exists X ∈ C such that ̺(Xn, X) → 0 as
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n → ∞. Now we shall show that X is a solution to equation (3.1). Indeed, let us fix

(s, t) ∈ I × J . Then we have

H2
L2


X(s, t) + ξ0,0, ξs,0 + ξ0,t +

s∫

0

t∫

0

F (u, v, X (u, v))λ(du, dv)

+

s∫

0

t∫

0

G (u, v, X (u, v)) dBu,v




≤ 3H2
L2 (Xn(s, t) + ξ0,0, X(s, t) + ξ0,0)

+3H2
L2

(
Xn(s, t) + ξ0,0 ,

ξs,0 + ξ0,t +

s∫

0

t∫

0

F (u, v, Xn−1(u, v))λ(du, dv)

+

s∫

0

t∫

0

G(u, v, Xn−1(u, v))dBu,v





+3H2
L2


ξs,0 + ξ0,t +

s∫

0

t∫

0

F (u, v, Xn−1(u, v))λ(du, dv)

+

s∫

0

t∫

0

G(u, v, Xn−1(u, v))dBu,v ,

ξs,0 + ξ0,t +

s∫

0

t∫

0

F (u, v, X(u, v))λ(du, dv) +

s∫

0

t∫

0

G(u, v, X(u, v))dBu,v



 .

By the definition of Xn the second term above equals zero. On the other hand, again

by Theorem 2.5 and (A2), the last term can be estimated as follows:

3H2
L2


ξs,0 + ξ0,t +

s∫

0

t∫

0

F (u, v, Xn−1(u, v))λ(du, dv)

+

s∫

0

t∫

0

G(u, v, Xn−1(u, v))dBu,v ,

ξs,0 + ξ0,t +

s∫

0

t∫

0

F (u, v, X(u, v))λ(du, dv) +

s∫

0

t∫

0

G(u, v, X(u, v))dBu,v





≤ 6H2
L2




s∫

0

t∫

0

F (u, v, Xn−1(u, v))λ(du, dv),
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s∫

0

t∫

0

F (u, v, X(u, v))λ(du, dv)




+6H2
L2




s∫

0

t∫

0

G(u, v, Xn−1(u, v))dBu,v,

s∫

0

t∫

0

G(u, v, X(u, v))dBu,v





≤ 6st

∫

[0,s]×[0,t]×Ω

H2
Rd (F (u, v, Xn−1(u, v)), F (u, v, X(u, v)))dλ × dP

+6

∫

[0,s]×[0,t]×Ω

H2
Rd (G(u, v, Xn−1(u, v)), G(u, v, X(u, v)))dλ × dP

≤ 6K2ST

∫

I×J

sup
(u,v)∈I×J

H2
L2(Xn−1(u, v), X(u, v))λ(du, dv)

+6K2

∫

I×J

sup
(u,v)∈I×J

H2
L2(Xn−1(u, v), X(u, v))λ(du, dv)

≤ (6K2S2T 2 + 6K2ST )̺(Xn, X).

Consequently, letting n → ∞ we get

HL2

(
X(t, s) + ξ0,0, ξs,0 + ξ0,t

+

s∫

0

t∫

0

F (u, v, X(u, v))λ(du, dv) +

s∫

0

t∫

0

G(u, v, X(u, v))dBu,v


 = 0.

Finally, we show the uniqueness. Let us assume X and Y are solutions to equation

(3.1). Then in view of Theorem 2.5 and condition (A2):

H2
L2(X(t, s), Y (t, s))

= H2
L2




s∫

0

t∫

0

F (u, v, X(u, v))λ(du, dv) +

s∫

0

t∫

0

G(u, v, X(u, v))dBu,v ,

s∫

0

t∫

0

F (u, v, Y (u, v))λ(du, dv) +

s∫

0

t∫

0

G(u, v, Y (u, v))dBu,v





≤ 2H2
L2




s∫

0

t∫

0

F (u, v, X(u, v))λ(du, dv),

s∫

0

t∫

0

F (u, v, Y (u, v))λ(du, dv)




+2H2
L2




s∫

0

t∫

0

G(u, v, X(u, v))dBu,v,

s∫

0

t∫

0

G(u, v, Y (u, v))dBu,v




≤ 2st

∫

[0,s]×[0,t]×Ω

H2
Rd(F (u, v, X(u, v)), F (u, v, Y (u, v)))dλ× dP
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+2

∫

[0,s]×[0,t]×Ω

H2
Rd(G(u, v, X(u, v)), G(u, v, Y (u, v)))dλ× dP

≤ 2K2(ST + 1)

∫

[0,s]×[0,t]

H2
L2(X(u, v), Y (u, v))λ(du, dv).

By Lemma 2.7 we conclude

H2
L2(X(s, t), Y (s, t)) = 0

for (s, t) ∈ I × J which completes the proof.

We proceed in a similar way in order to obtain the following estimate.

Theorem 3.3. Under assumptions of Theorem 3.2 the solution X to equation (3.1)

satisfies:

H2
L2(X(s, t), {Θ})

≤ [3 sup
(s,t)∈I×J

H2
L2(ξs,0 + ξ0,t, ξ0,0) + 6C2st(st + 1)] exp{6C2st(st + 1)},

for every (s, t) ∈ I × J .

As a consequence of the next result we have a continuous dependence of the solu-

tion to (3.1) on initial mapping. To this end, let us consider the following equations

(3.2)
X(s, t) + ξ0,0 = ξs,0 + ξ0,t

+
s∫
0

t∫
0

F (u, v, X(u, v))λ(du, dv) +
s∫
0

t∫
0

G(u, v, X(u, v))dBu,v,

(3.3)
Y (s, t) + ξ̃0,0 = ξ̃s,0 + ξ̃0,t

+
s∫
0

t∫
0

F (u, v, Y (u, v))λ(du, dv) +
s∫
0

t∫
0

G(u, v, Y (u, v))dBu,v.

Then the following result holds true.

Theorem 3.4. Let ξ, ξ̃, F, G satisfy conditions (A1)–(A4). Let ξ̃0,0 = ξ0,0. Let X

and Y denote unique solutions of equation (3.2) and (3.3), respectively. Then

H2
L2(X(s, t), Y (s, t))

≤ 4[sup
s∈I

H2
L2(ξs,0, ξ̃s,0) + sup

t∈J

H2
L2(ξ0,t, ξ̃0,t)] exp{4K2st(st + 1)}

for every (s, t) ∈ I × J.
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Proof. Indeed, by assumptions (A1)–(A4) and Theorem 2.5 we have the following

estimations:

H2
L2(X(s, t), Y (s, t)) ≤ 4H2

L2(ξs,0 , ξ̃s,0) + 4H2
L2(ξ0,t , ξ̃0,t)

+4H2
L2




s∫

0

t∫

0

F (u, v, X(u, v))λ(du, dv) ,

s∫

0

t∫

0

F (u, v, Y (u, v))λ(du, dv)





+4H2
L2




s∫

0

t∫

0

G(u, v, X(u, v))dBu,v ,

s∫

0

t∫

0

G(u, v, Y (u, v))dBu,v





≤ 4H2
L2(ξs,0 , ξ̃s,0) + 4H2

L2(ξ0,t , ξ̃0,t)

+4st

∫

[0,s]×[0,t]×Ω

H2
Rd(F (u, v, X(u, v) , F (u, v, Y (u, v)))dλ × dP

+4

∫

[0,s]×[0,t]×Ω

H2
Rd(G(u, v, X(u, v) , G(u, v, Y (u, v)))dλ× dP

≤ 4 sup
s∈I

H2
L2(ξs,0 , ξ̃s,0) + 4 sup

t∈J

H2
L2(ξ0,t , ξ̃0,t)

+4(st + 1)K2

∫

[0,s]×[0,t]

H2
L2(X(u, v) , Y (u, v))λ(du, dv).

Hence, by Lemma 2.7, the assertion follows.

Finally, we consider problem of stability of solutions to the system of set-valued

stochastic integral equations. Let us consider the equations

X(s, t) + ξ0,0 = ξs,0 + ξ0,t +

s∫

0

t∫

0

F (u, v, X(u, v))λ(du, dv)

+

s∫

0

t∫

0

G(u, v, X(u, v))dBu,v

and

Xn(s, t) + ξn
0,0 = ξn

s,0 + ξn
0,t +

s∫

0

t∫

0

Fn(u, v, Xn(u, v))λ(du, dv)

+

s∫

0

t∫

0

Gn(u, v, Xn(u, v))dBu,v

and their solutions X and Xn, respectively for n = 1, 2, ....
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Theorem 3.5. Let ξ, ξn, F, G, Fn and Gn satisfy assumptions (A1)–(A4) (with the

same constants K and C). Suppose that ξn
0,0 = ξ0,0 for n ≥ 1. Moreover, let us

assume that

max

{
sup
s∈I

HL2

(
ξn
s,0, ξs,0

)
, sup

t∈J

HL2

(
ξn
0,t, ξ0,t

)}
→ 0 as n → ∞

and

max {HRd (Fn (s, t, ω, A) , F (s, t, ω, A)) ,

HRd (Gn (s, t, ω, A) , G (s, t, ω, A))} → 0 as n → ∞

for every (s, t, A) ∈ I × J ×Kb
c(L

2) and P -a.e. Then

̺ (Xn, X) → 0 as n → ∞.

Proof. Let (s, t) ∈ I × J be fixed. Using Theorem 2.5 one can show the inequalities

H2
L2 (Xn(s, t), X(s, t)) = H2

L2

(
Xn(s, t) + ξn

0,0, X(s, t) + ξ0,0

)

≤ 4
(
H2

L2(ξn
s,0, ξs,0) + H2

L2(ξn
0,t, ξ0,t)

)

+4st

∫

[0,s]×[0,t]×Ω

H2
Rd (F (u, v, X(u, v)), Fn(u, v, Xn(u, v)))dλ × dP

+4

∫

[0,s]×[0,t]×Ω

H2
Rd (G(u, v, X(u, v)), Gn(u, v, Xn(u, v)))dλ × dP

≤ 4

(
sup
s∈I

H2
L2(ξn

s,0, ξs,0) + sup
t∈J

H2
L2(ξn

0,t, ξ0,t)

)
+ 8stAn

+8Bn + 8K2(ST + 1)

∫

[0,s]×[0,t]

H2
L2 (Xn(u, v), X(u, v))λ(du, dv),

where

An :=

∫

[0,S]×[0,T ]×Ω

H2
Rd(F (u, v, X(u, v)), Fn(u, v, X(u, v)))dλ× dP,

Bn :=

∫

[0,S]×[0,T ]×Ω

H2
Rd(G(u, v, X(u, v)), Gn(u, v, X(u, v)))dλ× dP.

Thus, again by Lemma 2.7 we obtain

H2
L2 (Xn(s, t), X(s, t))

≤

(
4 sup

s∈I

H2
L2(ξn

s,0, ξs,0) + 4 sup
t∈J

H2
L2(ξn

0,t, ξ0,t) + 8(stAn + Bn)

)
e8K2(ST+1)st.

Using Lebesgue’s dominated convergence theorem we have that An → 0 and Bn → 0

as n → ∞. This together with assumptions imposed on the sequence {ξn} ends the

proof.
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Remark 3.6. Note that under assumptions (A1)–(A4) equation (3.1) can be rewrit-

ten as

X(s, t) = (ξs,0 + ξ0,t) ⊖ ξ0,0 +

s∫

0

t∫

0

F (u, v, X(u, v)))λ(du, dv)

+

s∫

0

t∫

0

G(u, v, X(u, v)))dBu,v for (s, t) ∈ I × J .

Then one can replace the equation above by a more general relation

X(s, t) = C(s, t) +

s∫

0

t∫

0

F (u, v, X(u, v)))λ(du, dv)

+

s∫

0

t∫

0

G(u, v, X(u, v)))dBu,v for (s, t) ∈ I × J,

where initial value mapping C : I × J → Kb
c(L

2) can be chosen as a continuous

set-valued function such that
∫

I×J

H2
L2(C(s, t), {Θ})λ(ds, dt) < ∞.

In this case the same conclusion as in Theorem 3.2 still holds, and consequently

analogs of the rest of results can also be proved.

Remark 3.7. Similar results as in Sections 2 and 3 can be obtained in the case of

n-parameter random fields for n > 2.

4. APPLICATIONS TO FUZZY STOCHASTIC INTEGRAL

EQUATIONS IN THE PLANE

In this section we show an applicability of the results of previous sections to fuzzy

stochastic integral equations driven by Wiener process in the plane. We shall begin

with some basic notions concerning fuzzy sets and their main properties (see [10] for

details). Let (X, || · ||X) be a given separable Banach space. By a fuzzy set u of the

space X we mean a mapping u : X → [0, 1]. The space of all fuzzy sets of X will

be denoted by the symbol F(X). For α ∈ (0, 1] let [u]α := {x ∈ X : u(x) ≥ α} and

[u]0 := clX{x ∈ X : u(x) > 0} where clX denotes the closure in (X, || · ||X). In the

sequel we deal with fuzzy sets belonging to the following family

F b
c (X) = {u ∈ F(X) : [u]α ∈ Kb

c(X) for every α ∈ [0, 1]}.

Let u, v ∈ F b
c (X). Then the addition u + v is defined level-set-wise, i.e.,

[u + v]α = [u]α + [v]α for α ∈ [0, 1].
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Moreover, if there exists w ∈ F b
c (X) such that u = v + w then w is called a difference

of u and v and we denote it by u ⊖ v. We shall use a metric DX in F b
c (X) described

as follows

DX(u, v) := sup
α∈[0,1]

HX([u]α, [v]α) for u, v ∈ F b
c (X).

By properties of Hausdorff metric HX one has

DX(u1 + u2, v1 + v2) ≤ DX(u1, v1) + DX(u2, v2)

and

DX(u1 + v, u2 + v) = DX(u1, u2)

for u1, u2, v1, v2, v ∈ F b
c (X). It is known (c.f. [44]) that

(
F b

c (X), DX

)
is a complete

metric space. For the aims of this section we consider two cases: X = R
d or X =

L2. By a fuzzy random variable we mean a function u : Ω → F b
c (R

d) such that

[u(·)]α : Ω → Kb
c(R

d) is an F-measurable set-valued mapping for every α ∈ (0, 1].

A fuzzy set-valued mapping f : I × J × Ω → F b
c (R

d) is called a two-parameter

fuzzy-valued stochastic process (or fuzzy-valued random field) if f(s, t, ·) : Ω → F b
c (R

d)

is a fuzzy random variable for every (s, t) ∈ I × J .

A fuzzy-valued random field f : I×J ×Ω → F b
c (R

d) is said to be nonanticipating

if set-valued mapping [f ]α : I × J × Ω → Kb
c(R

d) is N -measurable for every α ∈

(0, 1]. A fuzzy-valued random field f is called {Fs,t}-adapted, if f(s, t, ·) is an Fs,t-

measurable fuzzy random variable for every (s, t) ∈ I × J . It is called L2
N (λ × P )-

integrally bounded, if ‖|[f ]0|‖ ∈ L2
N (λ × P ). For α-levels (α ∈ [0, 1]) of such a fuzzy-

valued random field f one can consider set-valued trajectory stochastic integrals:
S∫
0

T∫
0

[fu,v]
αλ(du, dv) and

S∫
0

T∫
0

[fu,v]
αdBu,v defined in Section 2. Then by Theorem 2.4

and Theorem of Negoita and Ralescu (cf. [41]) for every (s, t) ∈ I × J there exist

fuzzy sets in F b
c (L

2) denoted by

(F)

s∫

0

t∫

0

fu,vλ(du, dv)) and (F)

s∫

0

t∫

0

fu,vdBu,v

such that for every α ∈ [0, 1]


(F)

s∫

0

t∫

0

fu,vλ(du, dv))




α

=

s∫

0

t∫

0

[fu,v]
αλ(du, dv),


(F)

s∫

0

t∫

0

fu,vdBu,v




α

=

s∫

0

t∫

0

[fu,v]
αdBu,v.
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Definition 4.1. For every (s, t) ∈ I × J , the fuzzy sets

(F)

s∫

0

t∫

0

fu,vλ(du, dv) and (F)

s∫

0

t∫

0

fu,vdBu,v

are called the fuzzy stochastic Lebesgue trajectory integral and fuzzy Itô trajectory

integral (respectively) of nonanticipating and L2
N (λ × P )-integrally bounded fuzzy-

valued random field f : I × J × Ω → F b
c (R

d).

Remark 4.2. Note that the sum of these integrals exists in the sense of addition of

fuzzy sets and

(F)

s∫

0

t∫

0

fu,vλ(du, dv) + (F)

s∫

0

t∫

0

gu,vdBu,v ∈ F b
c (L

2)

for f, g : I×J×Ω → F b
c (R

d) being nonanticipating and L2
N (λ×P )-integrally bounded

fuzzy-valued random fields.

As a consequence of Theorem 2.5 and Corollary 2.6 we have the following results.

Corollary 4.3. Let f, g : I × J × Ω → F b
c (R

d) be nonanticipating and L2
N (λ × P )-

integrally bounded fuzzy-valued random fields. Then

D2
L2


(F)

s∫

s′

t∫

t′

fu,vλ(du, dv), (F)

s∫

s′

t∫

t′

gu,vλ(du, dv)




≤ (s − s′)(t − t′)

∫

[s′,s]×[t′,t]×Ω

D2
Rd(f, g)dλ × dP

and

D2
L2


(F)

s∫

s′

t∫

t′

fu,vdBu,v, (F)

s∫

s′

t∫

t′

gu,vdBu,v




≤

∫

[s′,s]×[t′,t]×Ω

D2
Rd(f, g)dλ × dP

for every (s, t), (s′, t′) ∈ I × J such that (s′, t′) � (s, t).

Corollary 4.4. Let f : I × J × Ω → F b
c (R

d) be a nonanticipating and L2
N (λ × P )-

integrally bounded fuzzy-valued random field. Then the mappings

I × J ∋ (s, t) 7→ (F)

s∫

0

t∫

0

fu,vdBu,v ∈ F b
c (L

2)

and

I × J ∋ (s, t) 7→ (F)

s∫

0

t∫

0

fu,vλ(du, dv) ∈ F b
c (L

2)

are continuous with respect to the metric DL2.
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Let f, g : I × J × Ω × F b
c (L

2) → F b
c (R

d) and let γ : I × J → F b
c (L

2) be given.

By a fuzzy stochastic integral equation in the plane we mean the following relation

in the metric space
(
F b

c (L
2), DL2

)
:

(4.1)

xs,t + γ0,0 = γs,0 + γ0,t + (F)
s∫
0

t∫
0

f(u, v, xu,v)λ(du, dv)

+(F)
s∫
0

t∫
0

g(u, v, xu,v)dBu,v

for (s, t) ∈ I × J.

Definition 4.5. By a solution to (4.1) we mean a DL2-continuous mapping x : I×J →

F b
c (L

2) that satisfies (4.1). A solution x : I × J → F b
c (L

2) to (4.1) is unique if

xs,t = ys,t for every (s, t) ∈ I × J

where y : I × J → F b
c (L

2) is any solution of (4.1).

Assume that f, g : I × J ×Ω×F b
c (L

2) → F b
c (R

d) and γ : I × J → F b
c (L

2) satisfy:

(a1) for every u ∈ F b
c (L

2) the mappings

f(·, ·, ·, u), g(·, ·, ·, u) : I × J × Ω → F b
c (R

d)

are the nonanticipating fuzzy-valued random fields,

(a2) there exists a constant K > 0 such that

DIRd(f(s, t, ω, u), f(s, t, ω, v)) + DIRd(g(s, t, ω, u), g(s, t, ω, v))

≤ KDL2(u, v),

for every (s, t) ∈ I × J , every u, v ∈ F b
c (L

2), and P -a.e.,

(a3) there exists a constant C > 0 such that

DIRd(f(s, t, ω, u), θ̂) + DIRd(g(s, t, ω, u), θ̂)

≤ C(1 + DL2(u, Θ̂)),

for every (s, t) ∈ I × J , every u ∈ F b
c (L

2), and P -a.e.,

(a4) the mapping γ : I × J → F b
c (L

2) is continuous with respect to the metric DL2

and such that the difference (γs,0 + γ0,t)⊖ γ0,0 exists for every (s, t) ∈ I ×J , and
∫

I×J

D2
L2((γs,0 + γ0,t) ⊖ γ0,0, Θ̂)λ(ds, dt) < ∞.

Here the symbols θ̂, Θ̂ denote the fuzzy counterparts of zero elements θ and Θ in

R
d and L2, respectively, i.e., [θ̂]α = {θ} and [Θ̂]α = {Θ} for every α ∈ [0, 1]. Using

the properties of fuzzy trajectory stochastic integrals in the plane and proceeding

similarly as in Section 3 the following result can be proved.
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Theorem 4.6. Let f, g : I × J × Ω × F b
c (L

2) → F b
c (R

d) and γ : I × J → F b
c (L

2)

satisfy conditions (a1)–(a4). Then equation (5) has a unique solution x such that

D2
L2(xs,t, Θ̂)

≤ [3 sup
(s,t)∈I×J

D2
L2(γs,0 + γ0,t, γ0,0) + 6C2st(st + 1)] exp{6C2st(st + 1)}

for every (s, t) ∈ I × J .

Similarly as in the case of set-valued stochastic equations in the plane let us

consider two fuzzy stochastic integral equations:

(4.2)

xs,t + γ0,0 = γs,0 + γ0,t + (F)
s∫
0

t∫
0

f(u, v, xu,v)λ(du, dv)

+(F)
s∫
0

t∫
0

g(u, v, xu,v)dBu,v

and

(4.3)

ys,t + σ0,0 = σs,0 + σ0,t + (F)
s∫
0

t∫
0

f(u, v, yu,v)λ(du, dv)

+(F)
s∫
0

t∫
0

g(u, v, yu,v)dBu,v

for (s, t) ∈ I × J . Then the following fuzzy counterpart of Theorem 3.4 holds.

Theorem 4.7. Assume that the mappings γ, σ : I × J → F b
c (L

2) and fuzzy-valued

random fields f, g : I × J × Ω × F b
c (L

2) → F b
c (R

d) satisfy the conditions (a1)–(a4).

Let us also assume that γ0,0 = σ0,0. Let x and y be solutions to equations (4.2) and

(4.3) respectively. Then

D2
L2(xs,t, ys,t) ≤ 4[sup

s∈I

D2
L2(γs,0, σs,0) + sup

t∈J

D2
L2(γ0,t, σ0,t)] exp{4K2st(st + 1)}

for every (s, t) ∈ I × J.

Finally, let us consider the system of fuzzy stochastic integral equations:

xs,t + γ0,0 = γs,0 + γ0,t + (F)

s∫

0

t∫

0

f(u, v, xu,v)λ(du, dv)

+(F)

s∫

0

t∫

0

g(u, v, xu,v)dBu,v

and for n ≥ 1

xn
s,t + γn

0,0 = γn
s,0 + γn

0,t + (F)

s∫

0

t∫

0

fn(u, v, xn
u,v)λ(du, dv)

+(F)

s∫

0

t∫

0

gn(u, v, xn
u,v)dBu,v
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for (s, t) ∈ I × J , with their solutions x, xn for n ≥ 1.

Applying similar methods as those used in the proof of Theorem 3.5 the following

assertion holds.

Theorem 4.8. Let f, g, fn, gn : I×J ×Ω×F b
c (L

2) → F b
c (R

d) satisfy conditions (a1)–

(a3) with the same constants K, C. Let also the mappings γ, γn : I × J → F b
c (L

2)

satisfy condition (a4) and γn
0,0 = γ0,0 for every n ∈ IN . We assume additionally that

max

{
sup
s∈I

DL2

(
γn

s,0, γs,0

)
, sup

t∈J

DL2

(
γn

0,t, γ0,t

)}
→ 0 as n → ∞

and

max {DRd (fn (s, t, ω, u) , f (s, t, ω, u)) ,

DRd (gn (s, t, ω, u) , g (s, t, ω, u))} → 0 as n → ∞,

for every (s, t, u) ∈ I × J × F b
c (L

2) and P -a.e. Then

sup
(s,t)∈I×J

DL2

(
xn

s,t, xs,t

)
→ 0, as n → ∞.
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