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ABSTRACT. We use a monotone iterative method for second order differential equations with

deviating arguments and boundary conditions involving Stieltjes integrals. We establish sufficient

conditions which guarantee that such problems have extremal solutions in the corresponding region

bounded by lower and upper solutions. We also discuss the situation when problems of type (1.1)

have coupled quasi-solutions. We illustrate our results by three examples.
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1. INTRODUCTION

Boundary value problems, using deterministic as well as stochastic approach, are

of major concern in engineering applications and mathematical considerations, see

for example, [12], [1], [7], [13].

In this paper we shall study boundary value problems for second order differential

equations with deviating arguments of the form

(1.1)

{

x′′(t) = f(t, x(t), x(α(t))) ≡ Fx(t), t ∈ J = [0, T ], T < ∞,

x(0) = λ1[x], x(T ) = λ2[x],

where f ∈ C(J × IR× IR, IR), α ∈ C(J, J). Here λ1[x], λ2[x] denote linear functionals

on C(J) given by

λ1[x] =

∫ T

0

x(t)dA(t), λ2[x] =

∫ T

0

x(t)dB(t)

involving Stieltjes integrals with suitable functions A and B of bounded variations.

Note that the boundary conditions with functionals λ1[x] and λ2[x] in problem

(1.1) cover some nonlocal boundary conditions considered in some papers for second
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order differential equations: for example if λ1[x] = 0 see for example [6], [14]; if

λ1[x] = x(T ) see for example [3], [5], [8]–[10]; if λ2[x] = βx(γ), see for example paper

[6], if λ2[x] =
∑n−2

i=1
βix(γi), see for example [2].

Note that the Boundary Conditions (BCs) in problem (1.1) also cover the follow-

ing boundary conditions:

x(0) =

r
∑

i=1

µix(νi), x(T ) =

q
∑

j=1

γjx(δj),

x(0) =

r
∑

i=1

µix(νi), x(T ) =

∫ T

0

g(t)x(t)dt,

x(0) =

∫ T

0

h(t)x(t)dt, x(T ) =

q
∑

j=1

γjx(δj),

x(0) =

∫ T

0

h(t)x(t)dt, x(T ) =

∫ T

0

g(t)x(t)dt

with corresponding constants µi, νi, γj, δj and functions h and g.

It is important to indicate that similar nonlocal BCs have also been discussed

to guarantee the existence of positive solutions to second order differential equations

with no deviating arguments by using corresponding fixed point theorems in cones.

For example, for T = 1, the Authors in paper [15] studied the BCs including the

following:

x(0) = 0, x(1) = λ2[x],

x′(0) = 0, x(1) = λ2[x],

x(0) = 0, x′(1) = λ2[x],

where the linear functional λ2 has the same form as in problem (1.1) with a signed

measure dB; and in paper [16] for the BCs as in problem (1.1) involving Stieltjes

integrals also with signed measures dA, dB; see also paper [4].

Motivated by [15], [16], in this paper, we discuss problems of type (1.1) giving suf-

ficient conditions which guarantee that problem (1.1) has a solution in a corresponding

region bounded by lower and upper solutions. To do it we apply a monotone iterative

technique, for details see for example [11]. In Section 2, we give some important facts

for linear differential inequalities and equations with deviating arguments which are

needed to formulate the main results of this paper. For example, we formulate suffi-

cient conditions under which boundary value problems for linear differential equations

have a solution (see Lemma 2.4) or a unique solution (see Lemma 2.5). In Section 3,

using the notion of lower and upper solutions, we discuss problem (1.1) under such

conditions which guarantee that (1.1) has extremal solutions in the region bounded

by lower and upper solutions (see Theorem 3.4). Because our results are obtained by

using corresponding inequalities, we need to assume that the measures dA, dB are

positive. Examples 3.6 and 5.3 illustrate the results obtained. To choose lower and
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upper solutions for problem (1.1), some inequalities must be satisfied for F and BCs

connected with functionals λ1 and λ2 (see the beginning of Section 3). In Section

4, we establish some relations for chosen lower and upper solutions y0, z0 and corre-

sponding functionals λ1, λ2. In the next section, we discuss problem (1.1) when the

measures dA and dB are negative. Example 5.3 illustrates the results of this part of

the paper. It is important to indicate that we investigate problem (1.1) under general

BCs with Stieltjes integrals. In this paper, the argument α in problem (1.1) can be

both of delayed or advanced type.

2. LEMMAS

To apply the monotone iterative method to problems of type (1.1), we need a

fundamental result on differential inequalities.

Lemma 2.1 ([6]). Assume that:

H1 : α ∈ C(J, J), M, N ∈ C(J, [0,∞)), M(t) > 0, t ∈ (0, T ), M(0) ≥ 0, M(T ) ≥ 0,

H2 : ρ ≡ max

{
∫ T

0

s[M(s) + N(s)]ds,

∫ T

0

(T − s)[M(s) + N(s)]ds

}

< 1.

Let p ∈ C2(J, IR) and
{

p′′(t) ≥ M(t)p(t) + N(t)p(α(t)), t ∈ J,

p(0) ≤ 0, p(T ) ≤ 0.

Then p(t) ≤ 0 on J .

Remark 2.2. Let M(t) = M > 0, N(t) = N ≥ 0 and

(2.1) (M + N)T 2 ≤ 2.

Then Assumption H2 is satisfied. Indeed, Assumption H2 is less restrictive than

condition (2.1). Put M(t) = Mt2, N(t) = t3 for J = [0, 1]. Then M ≤ 16

5
, by

Assumption H2, and M ≤ 1, by condition (2.1).

Lemma 2.3. Let Assumptions H1, H2 be satisfied. Let y ∈ C2(J, IR), σ ∈ C(J, IR)

and

(2.2)

{

y′′(t) = M(t)y(t) + N(t)y(α(t)) + σ(t), t ∈ J,

y(0) = k1 ∈ IR, y(T ) = k2 ∈ IR.

Then problem (2.2) has at most one solution.

Proof. Suppose problem (2.2) has two distinct solutions z, w ∈ C2(J, IR). Put p =

z − w. Then p(0) = p(T ) = 0 and p′′(t) = M(t)p(t) + N(t)p(α(t)) on J . In view of

Lemma 2.1, p ≤ 0, so z(t) ≤ w(t), t ∈ J . Now putting p = w−z, we have w(t) ≤ z(t),

t ∈ J , by Lemma 2.1 too. Hence w(t) = z(t), t ∈ J and Lemma 2.3 holds.
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Lemma 2.4. Let Assumptions H1, H2 hold and let σ ∈ C(J, IR). Then problem (2.2)

has a solution y ∈ C2(J, IR).

Proof. Note that a solution of problem (2.2) is a fixed point of the operator A defined

by

Ay(t) =

∫ T

0

G(t, s)P (s, y)ds +
1

T
(T − t)k1 +

t

T
k2,

with the Green function

G(t, s) = − 1

T

{

(T − t)s if 0 ≤ s ≤ t ≤ T,

(T − s)t if 0 ≤ t ≤ s ≤ T,

and

P (t, y) = M(t)y(t) + N(t)y(α(t)) + σ(t).

Consider the Banach space C(J, IR) with the norm ‖y‖ = maxt∈J |y(t)|. Take a

sequence {yn} such that yn ∈ C(J, IR) and yn converges to y ∈ C(J, IR). In view of

the Lebesque dominated convergence theorem

max
t∈J

|Ayn(t) − Ay(t)| → 0 if n → ∞.

It shows that A is continuous. Moreover, |P (t, y)| ≤ K, so operator A : C(J, IR) →
C(J, IR) is continuous and bounded.

Take t1, t2 ∈ J , t1 < t2 and such that |t1 − t2| ≤ ǫ

4KT + k
for ǫ > 0 with

k = 1

T
|k2 − k1|. Then

|Ay(t1) − Ay(t2)| ≤
1

T

∣

∣

∣

∣

(t1 − t2)

∫ t1

0

sP (s, y)ds− t1

∫ t2

t1

(T − s)P (s, y)ds

+(T − t2)

∫ t2

t1

sP (s, y)ds + (t2 − t1)

∫ T

t2

(T − s)P (s, y)ds

∣

∣

∣

∣

+ k|t1 − t2|

≤ (4KT + k)|t1 − t2| < ǫ.

Consequently, operator A is compact by the Arzela-Ascoli theorem.

Then, let’s put

B = max
t∈J

∫ T

0

|G(t, s)σ(t)|ds + |k1| + |k2|.

Take

S = {y ∈ C(J, IR) : ‖y‖ ≤ D}
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with D = B
1−ρ

, where ρ is defined as in Assumption H2. Let z ∈ S. Then,

‖z‖ ≤ ‖z‖
T

max
t∈J

{
∫ t

0

(T − t)s[M(s) + N(s)]ds +

∫ T

t

(T − s)t[M(s) + N(s)]ds

}

+B

≤ ‖z‖
T

max
t∈J

{

(T − t) max

(
∫ t

0

s[M(s) + N(s)]ds,

∫ T

t

(T − s)[M(s) + N(s)]ds

)

+t max

(
∫ t

0

s[M(s) + N(s)]ds,

∫ T

t

(T − s)[M(s) + N(s)]ds

)}

+ B

= ‖z‖max
t∈J

max

(
∫ t

0

s[M(s) + N(s)]ds,

∫ T

t

(T − s)[M(s) + N(s)]ds

)

+ B

≤ ρ‖z‖ + B ≤ ρD

1 − ρ
+ B = D.

It shows that A : S → S. Now, the Schauder fixed point theorem guarantees that

operator A has a fixed point y ∈ C(J, IR). Indeed, y(0) = k1, y(T ) = k2, y′′ exists

and y′′ ∈ C(J, IR). Moreover, y ∈ C2(J, IR) is a solution of problem (2.2). This ends

the proof.

We can also obtain the existence result for problem (2.2) under assumptions

weaker than in Lemma 2.4. It concerns the next lemma.

Lemma 2.5. Assume that α ∈ C(J, J), M, N, σ ∈ C(J, IR) and let

ρ1 ≡ max

(
∫ T

0

s(|M(s)| + |N(s)|)ds,

∫ T

0

(T − s)(|M(s)| + |N(s)|)ds

)

< 1.

Then problem (2.2) has a unique solution y ∈ C2(J, IR).

Proof. Indeed, the solution of (2.2) is a fixed point of operator A defined as in the

proof of Lemma 2.4. Let x, y ∈ C(J, IR). Then

‖Ax − Ay‖ = max
t∈J

∣

∣

∣

∣

∫ T

0

G(t, s) (M(s)[x(s) − y(s)] + N(s)[x(α(s)) − y(α(s))])ds

∣

∣

∣

∣

≤ 1

T
‖x − y‖max

t∈J

{

(T − t)

∫ t

0

s(|M(s)| + |N(s)|)ds

+t

∫ T

0

(T − s)(|M(s)| + |N(s)|)ds

}

≤ ‖x − y‖max

(
∫ T

0

s(|M(s)| + |N(s)|)ds,

∫ T

0

(T − s)(|M(s)| + N(s)|)ds

)

= ρ1‖x − y‖.

This proves that operator A is contractive. Therefore, the Banach fixed point theorem

gives the existence of a fixed point of A, i.e. a solution y ∈ C2(J, IR) of problem (2.2).

This ends the proof.
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3. MAIN RESULTS WHEN dA AND dB ARE POSITIVE MEASURES

Let’s introduce the following definitions. A function y0 ∈ C2(J, IR) is a lower

solution of (1.1) if

y′′

0
(t) ≥ Fy0(t), t ∈ J, y0(0) ≤ λ1[y0], y0(T ) ≤ λ2[y0].

A function z0 ∈ C2(J, IR) is an upper solution of problem (1.1) if

z′′
0
(t) ≤ Fz0(t), t ∈ J, z0(0) ≥ λ1[z0], z0(T ) ≥ λ2[z0].

Put

g(t, u, y) = Fu(t) + M(t)[y(t) − u(t)] + N(t)[y(α(t)) − u(α(t))].

Theorem 3.1. Suppose that Assumptions H1 and H2 are satisfied. Let u, v ∈
C2(J, IR) be lower and upper solutions of problem (1.1), respectively, and u(t) ≤ v(t),

t ∈ J . Moreover, assume that:

H3 : f ∈ C(J × IR × IR, IR) and

f(t, ū1, v̄1) − f(t, u1, v1) ≥ −M(t)[u1 − ū1] − N(t)[v1 − v̄1]

for v(t) ≥ u1 ≥ ū1 ≥ u(t), v(α(t)) ≥ v1 ≥ v̄1 ≥ u(α(t)) on J ,

H4 : dA and dB are positive measures.

Then:

(i) The problem

(3.1)

{

y′′(t) = g(t, u, y), t ∈ J,

y(0) = λ1[u], y(T ) = λ2[u],

has a unique solution y ∈ C2(J, IR). Moreover, y is a lower solution of problem

(1.1) and u(t) ≤ y(t) ≤ v(t), t ∈ J .

(ii) The problem
{

z′′(t) = g(t, u, z), t ∈ J,

z(0) = λ1[u], z(T ) = λ2[u]

has a unique solution z ∈ C2(J, IR). Moreover, z is an upper solution of problem

(1.1)) and u(t) ≤ z(t) ≤ v(t), t ∈ J .

(iii) u(t) ≤ y(t) ≤ z(t) ≤ v(t), t ∈ J .

Proof. Note that problem (3.1) has a unique solution y, by Lemmas 2.3 and 2.4 or

by Lemma 2.5. Put p(t) = u(t) − y(t), t ∈ J , so p(0) ≤ 0, p(T ) ≤ 0. Moreover,

p′′(t) ≥ Fu(t) − Fu(t) − M(t)[y(t) − u(t)] − N(t)[y(α(t)) − u(α(t))]

= M(t)p(t) + N(t)p(α(t)).
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Hence u(t) ≤ y(t), t ∈ J , by Lemma 2.1. Now we put q(t) = y(t) − v(t), t ∈ J , so

q(0) ≤ 0, q(T ) ≤ 0. In view of Assumption H3, we get

q′′(t) ≥ f(t, u(t), u(α(t)))− f(t, v(t), v(α(t))) + M(t)[y(t) − u(t)]

+N(t)[y(α(t)) − u(α(t))]

≥ −M(t)[v(t) − u(t)] − N(t)[v(α(t)) − u(α(t))] + M(t)[y(t) − u(t)]

+N(t)[y(α(t)) − u(α(t))]

= M(t)q(t) + N(t)q(α(t)).

Hence, by Lemma 2.1, y(t) ≤ v(t) on J . This proves that u(t) ≤ y(t) ≤ v(t), t ∈ J .

Now, we need to show that y is a lower solution of problem (1.1). We see that

y(0) = λ1[u] − λ1[y] + λ1[y] ≤ λ1[y],

y(T ) = λ2[u] − λ2[y] + λ2[y] ≤ λ2[y].

Moreover, in view of Assumption H3, we obtain

y′′(t) = Fu(t) + M(t)[y(t) − u(t)] + N(t)[y(α(t)) − u(α(t))] − Fy(t) + Fy(t)

≥ Fy(t) − M(t)[y(t) − u(t)] − N(t)[y(α(t)) − u(α(t))] + M(t)[y(t) − u(t)]

+N(t)[y(α(t)) − u(α(t))] = Fy(t).

The above proves that y is a lower solution of problem (1.1)). This ends the proof of

part (i).

The proof of part (ii) is similar to the proof of part (i) and therefore it is omitted.

We only need to prove that y(t) ≤ z(t), t ∈ J . Put p(t) = y(t)−z(t), so p(0) = 0,

p(T ) = 0. Using Assumption H3, we get

p′′(t) = Fu(t) − Fv(t) + M(t)[y(t) − u(t) − z(t) + v(t)]

+N(t)[y(α(t)) − u(α(t)) − z(α(t)) + v(α(t))]

≥ −M(t)[v(t) − u(t)] − N(t)[v(α(t)) − u(α(t))]

+M(t)[y(t) − u(t) − z(t) + v(t)]

+N(t)[y(α(t)) − u(α(t)) − z(α(t)) + v(α(t))]

= M(t)p(t) + N(t)p(α(t)).

Hence, y(t) ≤ z(t), t ∈ J , by Lemma 2.1. This ends the proof.

Remark 3.2. Note that if f is nonincreasing with respect to the last two variables,

then Assumption H3 holds.

By a similar way we can show the following result.

Theorem 3.3. Let Assumptions H1–H4 hold. Let u, v ∈ C2(J, IR) be lower and upper

solutions of problem (1.1), respectively, and u(t) ≤ v(t), t ∈ J .

Then the problem
{

z′′(t) = g(t, v, z), t ∈ J,

z(0) = λ1[v], z(T ) = λ2[v],
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has a unique solution z ∈ C2(J, IR). Moreover, z is an upper solution of problem (1.1)

and u(t) ≤ z(t) ≤ v(t), t ∈ J .

Theorem 3.4. Let Assumptions H1–H4 hold. Let y0, z0 ∈ C2(J, IR) be lower and

upper solutions of problem (1.1), respectively, and y0(t) ≤ z0(t) on J .

Then problem (1.1) has, in the segment [y0, z0], the minimal and maximal solu-

tions with [y0, z0] = {w ∈ C2(J, IR) : y0(t) ≤ w(t) ≤ z0(t), t ∈ J}.

Proof. Let

(3.2)

{

y′′

n(t) = g(t, yn−1, yn), t ∈ J,

yn(0) = λ1[yn−1], yn(T ) = λ2[yn−1]

(3.3)

{

z′′n(t) = g(t, zn−1, zn), t ∈ J,

zn(0) = λ1[zn−1], zn(T ) = λ2[zn−1]

for n = 1, 2, . . . . Function g has been defined earlier.

Note that, for n = 1, problems (3.2)) and (3.3) are well defined, and

y0(t) ≤ y1(t) ≤ z1(t) ≤ z0(t), t ∈ J

by Theorem 3.1. Also, in view of Theorem 3.1, y1, z1 are lower and upper solutions

of problem (1.1), respectively. By induction in n, we can prove the relation:

y0(t) ≤ · · · ≤ yn−1(t) ≤ yn(t) ≤ zn(t) ≤ zn−1(t) ≤ · · · ≤ z0(t), t ∈ J, n = 1, 2, . . . .

It implies that {yn}, {zn} are uniformly bounded, so

A1 ≤ yn(t) ≤ zn(t) ≤ A2, t ∈ J, n = 0, 1, . . . .

Indeed, yn, zn from (3.2) and (3.3) satisfy the integral equations

(3.4)















yn(t) =

∫ T

0

G(t, s)g(s, yn−1, yn)ds +
1

T
(T − t)λ1[yn−1] +

t

T
λ2[yn−1],

zn(t) =

∫ T

0

G(t, s)g(s, zn−1, zn)ds +
1

T
(T − t)λ1[zn−1] +

t

T
λ2[zn−1],

and

(3.5)

{

yn(0) = λ1[yn−1], yn(T ) = λ2[yn−1],

zn(0) = λ1[zn−1], zn(T ) = λ2[zn−1]

for n = 1, 2, . . . . Here, G is the Green function defined earlier. Note that y′

n exists

and

y′

n(t) =
1

T

∫ t

0

sg(s, yn−1, yn)ds − 1

T

∫ T

t

(T − s)g(s, yn−1, yn)ds

− 1

T
λ1[yn−1] +

1

T
λ2[tn−1].
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Indeed, |g(t, a, b)| is bounded by a positive constant W on J × [A1, A2] × [A1, A2].

Take ǫ > 0. For t1, t2 ∈ J , |t1 − t2| < ǫ
WT

, we have

|yn(t1) − yn(t2)| =

∣

∣

∣

∣

∫ t1

t2

y′

n(τ)dτ

∣

∣

∣

∣

=
1

T

∣

∣

∣

∣

∫ t1

t2

[
∫ τ

0

sg(s, yn−1, yn)ds −
∫ T

τ

(T − s)g(s, yn−1, yn)ds

]

dτ

∣

∣

∣

∣

≤ WT |t1 − t2| < ǫ.

By a similar way, we have |zn(t1)− zn(t2)| < ǫ. It proves that {yn}, {zn} are equicon-

tinuous on J . The Arzeli-Ascoli theorem guarantees the existence of subsequences

{ynk
}, {znk

} and functions ȳ, z̄ ∈ C(J, IR) with ynk
, znk

converging uniformly on J

to ȳ and z̄, respectively, if nk → ∞. However, since the sequences {yn}, {zn} are

monotonic, we conclude that the whole sequences {yn}, {zn} converge uniformly on J

to ȳ and z̄, respectively, if n → ∞. Indeed, yn, zn satisfy the integral equations (3.4)

and conditions (3.5) and if n → ∞, then we have














ȳ(t) =

∫ T

0

G(t, s)F ȳ(s)ds +
1

T
(T − t)λ1[ȳ] +

t

T
λ2[ȳ], t ∈ J,

z̄(t) =

∫ T

0

G(t, s)F z̄(s)ds +
1

T
(T − t)λ1[z̄] +

t

T
λ2[z̄], t ∈ J,

and
{

ȳ(0) = λ1[ȳ], ȳ(T ) = λ2[ȳ],

z̄(0) = λ1[z̄], z̄(T ) = λ2[z̄]

because g is continuous. Finding y′′, z′′ from the above integral equations, we see that
{

y′′(t) = F ȳ(t), t ∈ J, ȳ(0) = λ1[ȳ], ȳ(T ) = λ2[ȳ],

z′′(t) = F z̄(t), t ∈ J, z̄(0) = λ1[z̄], z̄(T ) = λ2[z̄],

so ȳ, z̄ ∈ C2(J, IR) are solutions of problem (1.1), and

y0(t) ≤ ȳ(t) ≤ z̄(t) ≤ z0(t), t ∈ J.

We need to show now that (ȳ, z̄) are extremal solutions of problem (1.1) in the

segment [y0, z0]. To prove it we assume that ỹ is another solution of problem (1.1), and

yn−1(t) ≤ ỹ(t) ≤ zn−1(t), t ∈ J for some positive integer n. Put p(t) = yn(t) − ỹ(t),

q(t) = ỹ(t) − zn(t), t ∈ J . Hence p(0) ≤ 0, p(T ) ≤ 0, q(0) ≤ 0, q(T ) ≤ 0. This and

Assumption H3 yield

p′′(t) = Fyn−1(t) + M(t)[yn(t) − yn−1(t)] + N(t)[yn(α(t)) − yn−1(α(t))] − F ỹ(t)

≥ −M(t)[ỹ(t)−yn−1(t)] − N(t)[ỹ(α(t))−yn−1(α(t))] + M(t)[yn(t) − yn−1(t)]

+N(t)[yn(α(t)) − yn−1(α(t))]

= M(t)p(t) + N(t)p(α(t)),

q′′(t) = F ỹ(t) − Fzn−1(t) − M(t)[zn(t) − zn−1(t)] − N(t)[zn(α(t)) − zn−1(α(t))]

≥ M(t)q(t) + N(t)q(α(t)).
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By Lemma 2.1, yn(t) ≤ ỹ(t) ≤ zn(t), t ∈ J . If n → ∞, it yields y0(t) ≤ ȳ(t) ≤ ỹ(t) ≤
z̄(t) ≤ z0(t), t ∈ J . It proves that ȳ, z̄ are extremal solutions of problem (1.1) in the

segment [y0, z0]. This ends the proof.

Example 3.5 (compare [6]). Let us consider the problem

(3.6)











x′′(t) =
1

8
sin x(t) + βx(αt) − 1

8
, t ∈ J = [0, T ],

x(0) = 0, x(T ) = rx

(

1

3
T

)

,

where α ∈ (0, 1), β ≥ 9

8
, and

(a) 1 ≤ r < 1 +
64

17 + 72β
, (b)

18r − 18

9 − r
≤ T 2 ≤ 16

1 + 8β
.

In this case

λ1[x] = 0, λ2[x] = rx(γ) for γ =
T

3
.

Put y0(t) = 0, z0(t) = t2 + 2. We can show that y0, z0 are lower and upper

solutions of problem (3.6). It is easy to see that Assumption H3 holds with M(t) = 1

8
,

N(t) = β, t ∈ J . In view of (b), we obtain

(

1

8
+ β

)

T 2 ≤
(

1

8
+ β

)

16

1 + 8β
= 2,

and therefore (3.6) has, in the segment [y0, z0], extremal solutions, by Theorem 3.4.

Example 3.6. Consider the linear problem

(3.7)







x′′(t) = Mx(t) sin t + Nx
(

1

2
t
)

cos t − M(t + 1) sin t, t ∈ J =
[

0, π
2

]

,

x(0) = a

∫ π

2

0

x(s) cos sds, x
(π

2

)

= bx
(π

4

)

for 0 ≤ a ≤ 2

π
, 0 ≤ b ≤ 2(π + 2)

π + 4
, M, N > 0. In this case

λ1[x] = a

∫ π

2

0

x(s) cos sds, λ2[x] = bx(γ), γ =
π

4
.

Take y0(t) = 0, z0(t) = t + 1. It is easy to prove that y0, z0 are lower and upper

solutions of problem (3.7), respectively. If we additionally assume that

max
[

M + N
(π

2
− 1

)

, M
(π

2
− 1

)

+ N
]

< 1,

then problem (3.7) has extremal solutions in the segment [0, t], by Theorem 3.4. For

example, if we take M = 1

2
, then N ≤ 6−π

4
≈ 0.7146.
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4. SOME COMMENTS

Note that the lower and upper solutions of problem (1.1) depend on the differen-

tial equation from (1.1) and the boundary conditions involving the Stieltjes integrals.

Assume that A and B are positive measures (see Assumption H4). Now, we make

some comments connected to BCs.

1. Take y0(t) = a, z0(t) = b, t ∈ J and let a < b. Then, for

λ1[u] =

∫ T

0

u(s)dA(s), λ2[u] =

∫ T

0

u(s)dB(s),

the following inequalities hold

(4.1)

{

y0(0) ≤ λ1[y0], y0(T ) ≤ λ2[y0],

z0(0) ≥ λ1[z0], z0(T ) ≥ λ2[z0],

provided that:

(i)
∫ T

0
dA(s) =

∫ T

0

dB(s) = 1 if 0 < a < b or a < b < 0,

(ii) 0 ≤
∫ T

0

dA(s) ≤ 1, 0 ≤
∫ T

0

dB(s) ≤ 1 if a = 0 or b = 0 or a < 0 < b.

If we take dA(s) = cos sds, dB(s) = sin sds, T = π
2
, then

∫ π

2

0

cos sds =

∫ π

2

0

sin sds = 1,

so the above conditions (i) and (ii) are satisfied.

2. Let y0(t) = t, z0(t) = et, T = π
2

and

λ1[u] = r1

∫ π

2

0

u(s)ds, λ2[u] = βu(γ), 0 < γ <
π

2
.

In this case, conditions (4.1) hold provided that

0 ≤ (e
π

2 − 1)r1 ≤ 1,
π

2γ
≤ β ≤ e

π

2
−γ.

Note that as γ we can take, for example, γ = π
2e

, then

e ≤ β ≤ e
π(e−1)

4 ≈ 3.86.

Now, if

λ1[u] = βu(γ), 0 < γ <
π

2
, λ2[u] = r2

∫ π

2

0

u(s) sin sds,

then conditions (4.1) hold provided that

π

2
≤ r2 ≤

2e
π

2

e
π

2 + 1
≈ 1.66, 0 ≤ β ≤ e−γ .
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3. Let

λ1[u] =
r

∑

i=1

βiu(ηi), λ2[u] =

q
∑

i=1

γiu(δi),

where βi, γj ≥ 0, ηi, δj ∈ (0, T ) for i = 1, 2, . . . , r, j = 1, 2, . . . , q.

Now, we need to choose y0 and z0 such that

(4.2)























y0(0) ≤
r

∑

i=1

βiy0(ηi), y0(T ) ≤
q

∑

i=1

γiy0(δi),

z0(0) ≥
r

∑

i=1

βiz0(ηi), z0(T ) ≥
q

∑

i=1

γiz0(δi),

Assume that y0(t) = a, z0(t) = b, t ∈ J and a < b. Then conditions (4.2) hold

provided that:

(i)

r
∑

i=1

βi =

q
∑

i=1

γi = 1 if 0 < a < b or a < b < 0,

(ii)
r

∑

i=1

βi ≤ 1,

q
∑

i=1

γi ≤ 1 if a = 0 or b = 0 or a < 0 < b.

Now, we take y0(t) = t, z0(t) = t2 + 2, t ∈ J . Then y0(t) < z0(t), t ∈ J and

conditions (4.2) hold if

(4.3) T ≤
q

∑

i=1

γiδi, 2 ≥
r

∑

i=1

βi(η
2

i + 2), T 2 + 2 ≥
q

∑

i=1

γi(δ
2

i + 2).

For example, if

T =
1

2
, q = 1, r = 2, 0 ≤ β1 ≤

25

38
, β2 =

1

4
, γ1 = 1, δ1 =

1

2
, η1 =

1

3
, η2 =

2

3

then conditions (4.3) are satisfied.

5. MAIN RESULTS WHEN dA AND dB ARE NEGATIVE MEASURE

A pair of functions y0, z0 ∈ C2(J, IR) are called weakly coupled (wc) lower and

upper solutions of problem (1.1) if
{

y′′

0
(t) ≥ Fy0(t), t ∈ J, y0(0) ≤ λ1[z0], y0(T ) ≤ λ2[z0],

z′′
0
(t) ≤ Fz0(t), t ∈ J, z0(0) ≥ λ1[y0], z0(T ) ≥ λ2[y0].

A pair (U, V ), U, V ∈ C2(J, IR) is called a weakly coupled quasi-solution of

problem (1.1) if
{

U ′′(t) = FU(t), t ∈ J, U(0) = λ1[V ], U(T ) = λ2[V ],

V ′′(t) = FV (t), t ∈ J, V (0) = λ1[U ], V (T ) = λ2[U ].

A weakly coupled quasi-solution (Ū , V̄ ), Ū , V̄ ∈ C2(J, IR) is called the weakly

coupled minimal and maximal quasi-solution of problem (1.1) if for any weakly cou-

pled quasi-solution (U, V ) of (1.1) we have Ū(t) ≤ U(t), V (t) ≤ V̄ (t) on J .
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Theorem 5.1. Suppose that Assumptions H1, H2 and H3 are satisfied. Let u, v ∈
C2(J, IR) be wc lower and upper solutions of problem (1.1), and u(t) ≤ v(t), t ∈ J .

In addition, we assume that Assumption H5 holds with

H5 : dA and dB are negative measures.

Then:

(i) The problems
{

y′′(t) = g(t, u, y), t ∈ J,

y(0) = λ1[v], y(T ) = λ2[v],
{

z′′(t) = g(t, v, z), t ∈ J,

z(0) = λ1[u], z(T ) = λ2[u],

have their unique solutions y, z ∈ C2(J, IR), respectively; y, z are wc lower and

upper solutions of (1.1) and u(t) ≤ y(t) ≤ v(t), u(t) ≤ z(t) ≤ v(t), t ∈ J .

ii) u(t) ≤ y(t) ≤ z(t) ≤ v(t) on J .

Proof. The proof of part (i) is similar to the proof of Theorem 3.1 (parts (i)–(ii)) and

therefore it is omitted.

To prove part (ii) we put q(t) = y(t) − z(t), so q(0) ≤ 0, q(T ) ≤ 0. Moreover,

q′′(t) = g(t, u, y)− g(t, v, z) ≥ M(t)q(t) + N(t)q(α(t))

in view of Assumption H3. This and Lemma 2.1 prove that part (ii) holds. This ends

the proof.

Theorem 5.2. Let Assumptions H1, H2, H3, H5 hold. Let y0, z0 ∈ C2(J, IR) be wc

lower and upper solutions of problem (1.1) and y0(t) ≤ z0(t) on J .

Then problem (1.1) has, in the segment [y0, z0] the wc minimal and maximal

quasi-solutions.

Proof. Let

(5.1)

{

y′′

n(t) = g(t, yn−1, yn), t ∈ J,

yn(0) = λ1[zn−1], yn(T ) = λ2[zn−1],

(5.2)

{

z′′n(t) = g(t, zn−1, zn), t ∈ J,

zn(0) = λ1[yn−1], zn(T ) = λ2[yn−1],

for n = 1, 2, . . . . Note that, for n = 1, problems (5.1) and (5.2) are well defined, and

y0(t) ≤ y1(t) ≤ z1(t) ≤ z0(t), t ∈ J

by Theorem 5.1. Also, in view of Theorem 5.1, y1, z1 are wc lower and upper solutions

of problem (1.1). By induction in n, we can prove relation (i). It yields that (yn, zn)
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converge uniformly and monotonically on J to (ȳ, z̄). Indeed, functions ȳ, z̄ are wc

quasi-solutions of problem (1.1), and

y0(t) ≤ ȳ(t) ≤ z̄(t) ≤ z0(t), t ∈ J.

We show that (ȳ, z̄) is wc maximal and minimal quasi-solution of problem (1.1). Let

(ỹ, z̃) be another wc quasi-solution of (1) such that y0(t) ≤ ỹ(t), z̃(t) ≤ z0(t), t ∈ J .

We have to show that ȳ(t) ≤ ỹ(t), z̃(t) ≤ z̄(t), t ∈ J . To do this we assume that

ym−1(t) ≤ ỹ(t), z̃(t) ≤ zm−1(t), t ∈ J for some positive m. Put p(t) = ym(t) − ỹ(t),

q(t) = z̃(t) − zm(t), t ∈ J , so p(0) ≤ 0, p(T ) ≤ 0, q(0) ≤ 0, q(T ) ≤ 0. Moreover, in

view of Assumption H3, we get

p′′(t) = g(t, ym−1, ym) − F ỹ(t) ≥ M(t)p(t) + N(t)p(α(t)),

q′′(t) = F z̃(t) − g(t, zm−1, zm) ≥ M(t)q(t) + N(t)q(α(t)).

Hence, by Lemma 2.1, we obtain yn(t) ≤ ỹ(t), z̃(t) ≤ zn(t), for all n, by mathematical

induction. Now if n → ∞, this shows that (ȳ, z̄) is wc maximal and minimal quasi-

solution of problem (1.1). This ends the proof.

Example 5.3 (compare [6]). Now we consider the problem

(5.3)















x′′(t) = β1(t) sin2 x(t)+β2(t) sin2 x

(

1

2
t

)

+ β3(t)x

(

1

2
t

)

+ h(t), t ∈ J,

x(0) = 0, x(T ) = −x

(

1

2
T

)

,

where J = [0, T ], h ∈ C(J, IR), βi ∈ C(J, [0,∞)), i = 1, 2, 3, β1(0) ≥ 0, β1(T ) ≥
0, β1(t) > 0 for t ∈ (0, T ),

(a) (β1(t) + β2(t))0.709 − β3(t) + h(t) ≤ 0, t ∈ J,

(b) (β1(t) + β2(t))0.708 + β3(t) + h(t) ≥ 0, t ∈ J,

and

(5.4) max

{
∫ T

0

(
∫ T

s

β(t)dt

)

ds,

∫ T

0

(
∫ s

0

β(t)dt

)

ds

}

< 1

for β(t) = β1(t) + β2(t) + β3(t), t ∈ J . In this case

λ1[x] = 0, λ2[x] = −x

(

T

2

)

.

Take y0(t) = −1, z0(t) = 1. Then y0(0) = −1 < 0, y0(T ) + z0

(

1

2
T

)

= 0,

z0(0) = 1 > 0, z0(T ) + y0

(

1

2
T

)

= 0, and

Fy0(t) = (β1(t) + β2(t)) sin2 1 − β3(t) + h(t) ≤ 0 = y′′

0
(t),

F z0(t) = (β1(t) + β2(t)) sin2 1 + β3(t) + h(t) ≥ 0 = z′′
0
(t),

by conditions (a) and (b). This shows that y0, z0 are wc lower and upper solutions of

problem (5.3). Note that Assumption H3 holds with M(t) = β1(t), N(t) = β2(t) +
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β3(t). This and (5.4) guarantee that (y0, z0) is wc minimal and maximal quasi-solution

of problem (5.3), by Theorem 5.2.

For example, if we take βi(t) = 1

3
, t ∈ J , i = 1, 2, 3, h(t) = −0.3, then conditions

(a), (b) and (5.4) hold if T ≤
√

2. If we take βi(t) = e−t, t ∈ J = [0, 0.9], i = 1, 2, 3

and −2.416e−t ≤ h(t) ≤ −0.418e−t, t ∈ J , then conditions (a), (b) and (5.4) are

satisfied.

Remark 5.4. We can also discuss a similar problem to (1.1) having more deviating

arguments α.
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