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1. Introduction

In this paper, we consider the existence of positive periodic solutions of the Kol-

mogorov predator-prey model

(1.1)
u∆(t) = u(t)f

(

t, u(t), v(t)
)

v∆(t) = v(t)g
(

t, u(t), v(t)
)

.

Here u represents the population of the prey and v the population of the predator.

We reformulate the problem as Lx = Nx for appropriate operators L and N and

employ a theorem due to O’Regan and Zima [25] to show the existence of a solution.

Throughout we assume that the following conditions hold.

• There exists an M > 0 such that f(t, M, 0) = 0 and f(t, u, v) < 0 if u > M . (M

is the carrying capacity of the prey.)

• The function f(t, u, v) is decreasing in v. (Predation has a negative impact on

the growth of the prey.)

• For some J > 0, g(t, J, 0) = 0. (There is a minimum prey population needed to

support the predators.)

• The function g(t, u, v) is decreasing in v and increasing in u.

We say that the functions f and g are Kolmogorov if they satisfy the above conditions.

The system (1.1) incorporates many different types of predator-prey models. For

example, the system includes prey-dependent functional response models in which

the functions f and g are given by f(u, v) = r(1−u)−vφ(u) and g(u, v) = eφ(u)−d.
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In Holling type I - IV schemes, φ is given by φ(u) = 1 φ(u) = au, φ(u) = au
b+u

,

φ(u) = auθ

b+uθ , θ > 0, respectively [19, 20].

One of the major issues with prey-dependent functional response models is the so-

called paradox of enrichment [17, 28, 29] in which an enrichment of the environment

that benefits the growth of either population leads to a destabilization of the system.

Further enrichment causes the extinction of either the predator or prey. Some ecolo-

gist have argued that the prey-dependent functional response models themselves are

flawed and that a ratio-dependent functional response, one in which the per capita

predator growth rate is related to the ratio of the abundance of the prey to the

predator, are more suitable; see for example the papers [3, 4, 6, 18]. In these models

f(u, v) = r(1 − u) − φ
(

u
v

)

, g(u, v) = eφ
(

u
v

)

− d where typical functional responses

are given by φ
(

u
v

)

= au
v
, and φ

(

u
v

)

=
au

v

b+c u

v

= au
bv+cu

.

Ratio-dependent models have their detractors as well; see [1]. Many researchers

instead consider predator-dependent functional response schemes. Here the functions

f and g have the form f(u, v) = r(1 − u) − φ(u, v) and g(u, v) = eφ(u, v) − d. The

Beddington-DeAngelis model is a particular predator-dependent functional response

model in which φ(u, v) = cv
α+βu+γv

. This model, as well as the semi-ratio dependent

model, has been studied extensively in both the continuum case and the time scale

case; see for example [5, 7, 8, 12, 13, 14, 15, 16, 30] and references therein. The

predator-dependent functional response model accounts for group hunting by the

predators, density dependent and time-consuming social interactions among preda-

tors, aggressive interaction among predators searching for food, and limited number

of sites where predators can capture prey, [2].

One last class of models that we mention are the Leslie-Gower models [22, 23, 24].

Here the carrying capacity of the predator is proportional to the size of the prey

population. The function g is given by g(u, v) = b(1 − v
au

).

Our goal is to study the more general model (1.1). In addition to relaxing some of

the typical assumptions on f and g, see [11] for more about Kolmogorov systems, our

model (1.1) relaxes the constraint on time. That is, time scale models include those

of the discrete time case, the continuum time case, and all time scales in between.

In Section 2 we provide some details on periodic time scales. In Section 3 we give

the concepts from coincidence degree theory and a theorem due to O’Regan and Zima

[25] that we employ to show the existence of a positive periodic solution to (1.1). We

state and prove our main result in Section 4.
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2. Time Scale Essentials

In this section we provide a brief description of periodic time scales and periodic

functions on time scales. At the end of the section we present some definitions that

we will use in Sections 3 and 4.

A time scale T is a closed non-empty subset of R together with the forward and

backward jump operators, σ and ρ. We assume the reader is familiar with the notation

and basic results for dynamic equations on time scales. For a thorough review of time

scales we direct the reader to the monographs [9] and [10].

Definition 2.1 ([21]). A time scale T is periodic if there exist a p > 0 such that if

t ∈ T then t ± p ∈ T. For T 6= R, the smallest positive p is called the period of the

time scale.

Example 2.2. The following time scales are periodic.

1. T =
⋃

∞

i=−∞
[(2i − 1)h, 2ih], h > 0 has period p = 2h.

2. T = hZ has period p = h.

3. T = R.

4. T = {t = k − qm : k ∈ Z, m ∈ N0}, where 0 < q < 1, has period p = 1.

Remark: All periodic time scales are unbounded above and below.

Definition 2.3 ([21]). Let T 6= R be a periodic time scale with period p. The

function f : T → R is periodic with period ω if there exists a natural number n such

that ω = np, f(t ± ω) = f(t) for all t ∈ T, and ω is the smallest number such that

f(t ± ω) = f(t).

If T = R, we say that f is periodic with period ω > 0 if ω is the smallest positive

number such that f(t ± ω) = f(t) for all t ∈ T.

Remark: If T is a periodic time scale with period p, then σ(t ± np) = σ(t) ± np for

all natural numbers n. Consequently, the graininess function µ satisfies µ(t ± np) =

σ(t±np)− (t±np) = σ(t)− t = µ(t) and is therefore a periodic function with period

p.

By the notation [a, b] we mean

[a, b] = {t ∈ T : a ≤ t ≤ b}

unless otherwise specified. The intervals [a, b), (a, b], and (a, b) are defined similarly.

Let T be a periodic time scale. Given a periodic function f with period ω, define

κ = min
{

[0, +∞) ∩ T
}

, Iω = [κ, κ + ω] ∩ T, f̄ =
1

ω

∫

Iω

f(s)∆s.
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3. Coincidence Degree Preliminaries

Our goal in this section is to introduce the concepts from coincidence degree

theory that we need in the sequel. We end this section by stating a Leggett-Williams

norm-type theorem for coincidences due to O’Regan and Zima [25].

Let X and Z be normed spaces. A linear mapping L : dom L ⊂ X → Z is called

a Fredholm mapping if the following two conditions hold:

(i) ker L has a finite dimension, and

(ii) Im L is closed and has finite codimension.

If L is a Fredholm mapping, its (Fredholm) index is the integer, Ind L, given by

Ind L = dim ker L − codim Im L.

Let L : dom L ⊂ X → Z be a Fredholm map of index zero. Then there exist

continuous projectors P : X → X and Q : Z → Z such that

Im P = ker L, ker Q = Im L, X = ker L ⊕ ker P, Z = Im L ⊕ Im Q

and the mapping

L|dom L∩ker P : dom L ∩ ker P → Im L

is invertible. The inverse of LP := L|dom L∩ker P is denoted by

KP : Im L → dom L ∩ ker P.

Since dim Im Q = codim Im L there exists an isomorphism J : Im Q → ker L.

Furthermore, the equation Lx = λNx is equivalent to

x = (P + JQN)x + λKP (I − Q)Nx,

for all λ ∈ (0, 1]. Our Nagumo operator N : X → Z is defined in Section 4.

Let C be a cone in X. Then C induces a partial order on X by

x � y if, and only if, y − x ∈ C.

We will use the following property for cones in a Banach space (see [25, 26, 27]).

Lemma 3.1. Let C be a cone in X. Then for every s ∈ C \{θ} there exists a positive

number η(s) such that

‖x + s‖ ≥ η(s)‖x‖

for all x ∈ C.

It follows that if η(s) > 0 is such that ‖x + s‖ ≥ η(s)‖x‖ for all x ∈ C, then for

all λ > 0,

‖x + λs‖ ≥ η(s)‖x‖.
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Let γ : X → C be a retraction, that is, γ is a continuous mapping such that

γ(x) = x for all x ∈ C. Let

(3.1) Ψ = P + JQN + KP (I − Q)N

and set

(3.2) Ψγ = Ψ ◦ γ.

We end this section with the following existence theorem, (see [25]).

Theorem 3.2. Let C ⊂ X be a cone and let Ω1, Ω2 be open bounded subsets of X

with Ω1 ⊂ Ω2 and C ∩ (Ω2 \ Ω1) 6= ∅. Let L be a Fredholm operator of index zero.

Assume that:

(i) QN : X → Y is continuous and bounded and KP,Q : X → X is compact on

every bounded subset of X;

(ii) Lx 6= λNx for all x ∈ C ∩ ∂Ω2 ∩ dom L and λ ∈ (0, 1);

(iii) γ maps subset of Ω2 into bounded subsets of C;

(iv) degB

(

[I − (P + JQN)γ]|ker L, ker L ∩ Ω2, θ
)

6= 0;

(v) there exists s0 ∈ C \ {θ} such that ‖x‖ ≤ η(s0)‖Ψx‖ for all x ∈ C(s0) ∩ ∂Ω1,

where C(s0) = {x ∈ C : λs0 � x for some λ > 0}, and η(s0) is such that

‖x + s0‖ ≥ η(s0)‖x‖ for every x ∈ C;

(vi) (P + JQN)γ(∂Ω2) ⊂ C; and

(vii) Ψγ(Ω2 \ Ω1) ⊂ C.

Then the equation Lx = Nx has a solution in C ∩ (Ω2 \ Ω1).

4. Main Result

We begin this last section by defining the spaces in which we work. Let ω > 0

and define

Lω =
{

(u, v) ∈ C(T, R2) : u(t + ω) = u(t), v(t + ω) = v(t) for all t ∈ T
}

.

The norm on Lω is given by ‖(u, v)‖ = max
{

maxt∈Iω
|u(t)|, maxt∈Iω

|v(t)|
}

. Then,
(

Lω, ‖ · ‖
)

is a Banach space. Define the sets Lω
0 and Lω

c by

Lω
0 = {(u, v) ∈ Lω : ū = v̄ = 0}

and

Lω
c =

{

(u, v) ∈ Lω :
(

u(t), v(t)
)

≡ (c1, c2) ∈ R
2
}

.

Lemma 4.1. Lω = Lω
0 ⊕Lω

c .
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Proof. Let (u, v) ∈ Lω and let a = ū and b = v̄. Note that (a, b) ∈ Lω
c . Define

µ(t) = u(t) − a, ν(t) = v(t) − b.

Then

µ̄ =
1

ω

∫

Iω

µ(t)∆t =
1

ω

∫

Iω

u(t)∆t −
1

ω

∫

Iω

a∆t = a − a
1

ω
ω = 0.

Likewise ν̄ = 0. Hence there exist (µ, ν) ∈ Lω
0 and (a, b) ∈ Lω

c such that u = µ + a

and v = ν + b.

Suppose there exist (a1, b1), (a2, b2) ∈ Lω
c and (µ1, ν1), (µ2, ν2) ∈ Lω

0 such that for

all t ∈ T

u(t) = µ1(t) + a1 = µ2(t) + a2 and

v(t) = ν1(t) + b1 = ν2(t) + b2.

Then,

ū =
1

ω

∫

Iω

(

µ1(t) + a1

)

∆t = a1

and

ū =
1

ω

∫

Iω

(

µ2(t) + a2

)

∆t = a2.

Hence a1 = a2 and consequently µ1(t) = µ2(t) + a2 − a1 = µ2(t) for all t ∈ T. That is

the representation of u is unique. Likewise the representation of v is unique and the

proof is complete.

We are now ready to define our operators L and N . To this end let X = Z = Lω.

The operator L : dom L ⊂ X → Z is given by

L

[

u(t)

v(t)

]

=

[

u∆(t)

v∆(t)

]

, t ∈ T,

and N : X → Z is given by

N

[

u(t)

v(t)

]

=

[

u(t)f(t, u(t), v(t))

v(t)g(t, u(t), v(t))

]

, t ∈ T.

Lemma 4.2. The mapping L : dom L ⊂ X → Z is a Fredholm mapping of index

zero.

Proof. Let g = (g1, g2) ∈ Im L ⊂ Z. Then there exists (u, v) ∈ dom L ⊂ X such that

u∆ = g1, v
∆ = g2. Since (u, v) ∈ X = Lω then

u(κ + ω) − u(κ) =

∫

Iω

g1(t)∆t = 0,

v(κ + ω) − v(κ) =

∫

Iω

g2(t)∆t = 0.

Hence g = (g1, g2) ∈ Lω
0 and so Im L ⊆ Lω

0 .
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Now let g = (g1, g2) ∈ Lω
0 and define u(t) =

∫ t

κ
g1(t)∆t + u(κ) and v(t) =

∫ t

κ
g2(t)∆t + v(κ). Then u∆ = g1, v

∆ = g2, u(κ + ω) =
∫

Iω
g1(t)∆t + u(κ) = u(κ), and

v(κ+ω) =
∫

Iω
g2(t)∆t+v(κ) = v(κ). That is, there exists a (u, v) ∈ dom L such that

L

[

u

v

]

=

[

g1

g2

]

.

Consequently, g = (g1, g2) ∈ Im L and so Lω
0 ⊆ Im L. As such we have Lω

0 = Im L.

Let (u, v) ∈ ker L. Then u∆ = 0, v∆ = 0 and so u(t) = c1, v(t) = c1 for all t ∈ T.

The converse also applies; If u(t) = c1, v(t) = c2 for all t ∈ T then u∆ = 0 = v∆.

Hence ker L = Lω
c
∼= R

2.

Since Im L is closed in Z and codim Im L = dim ker L = 2, then Ind L =

dim ker L − codim Im L = 0. The operator L is a Fredholm mapping of index 0 and

the proof is complete.

Define the functions P : X → X and Q : Z → Z by

P

[

u

v

]

=

[

u

v

]

, and Q

[

g1

g2

]

=

[

g1

g2

]

.

Note that

P 2

[

u

v

]

= P

[

u

v

]

=

[

u

v

]

= P

[

u

v

]

and that P is continuous. Hence P is a continuous projector and furthermore Im P =

ker L = Lω
c . We also can show that Q : Z → Z is a continuous projector such that

ker Q = Lω
0 = Im L.

Define the function G(t, s) by

(4.1) G(t, s) =
1

ω

{

s + ω, κ ≤ s ≤ t ≤ κ + ω

s, κ ≤ t < s ≤ κ + ω
.

The inverse mapping of L|dom L∩ker P , KP : Im L ⊂ Z → dom L ∩ ker P , is given by

(

KP (g1, g2)
)

(t) =

[

∫

Iω
G(t, s)g1(s)∆s

∫

Iω
G(t, s)g2(s)∆s

]

.

Assume that the following conditions hold.

(H1) For all u, v, the mappings t 7→ f(t, u, v) and t 7→ g(t, u, v) are measurable and

satisfy f(t + ω, u, v) = f(t, u, v), g(t + ω, u, v) = g(t, u, v) for all t ∈ T.

(H2) For all t ∈ Iω, the mappings (u, v) 7→ f(t, u, v) and (u, v) 7→ g(t, u, v) are

continuous.

(H3) For all ρ > 0, there exists αρ with
∫

Iω
αρ(s)∆s < ∞ such that for all t ∈ Iω

and for all (u, v) with |u| < ρ and |v| < ρ, we have |f(t, u, v)| ≤ αρ(t) and

|g(t, u, v)| ≤ αρ(t), t ∈ Iω.
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Lemma 4.3. Under conditions (H1)–(H3), QN : X → Z is continuous and bounded

and KP (I − Q)N : X → X is compact on every bounded subset of X.

Proof. Let E ⊂ X be a nonempty bounded set and let ρ > 0 be such that ‖(u, v)‖ ≤ ρ

for all (u, v) ∈ E. Let αρ(t) be such that |f(t, u, v)| ≤ αρ(t) and |g(t, u, v)| ≤ αρ(t).

By (H3) we have 1

ω

∫

Iω
|u(s)||f

(

s, u(s), v(s)
)

|∆s ≤ ρ

ω

∫

Iω
αρ(s)∆s < ∞ for all t ∈ T.

It follows easily that QN(E) is uniformly bounded.

It is clear that the functions QN(u, v)(t) are uniformly continuous on E. By

the Arzelà-Ascoli Theorem QN(E) is relatively compact. It also can be shown the

KPQN(E) is relatively compact and the proof is complete.

Define the set

C = {(u, v) ∈ X : u(t) ≥ 0, v(t) ≥ 0, t ∈ T}.

Then C is a cone in X. We employ the retraction γ : X → C given by

(4.2)
(

γ(u, v)
)

(t) =
(

|u(t)|, |v(t)|
)

,

and use the identity for our isomorphism, J ≡ I : Im Q → ker L. Define

(4.3) G̃(t, s) =
1

ω







(1 + ω + κ − Γ) − (t − s), κ ≤ s < t ≤ κ + ω,

(1 + κ − Γ) + (s − t), κ ≤ t ≤ s ≤ κ + ω,

where Γ = 1

ω

∫

Iω
s∆s.

In addition to (H1)–(H3), assume that f and g satisfy the following:

(H4) There exists an R > M > 0 such that g(t, u, R) < 0 for all 0 ≤ u ≤ R and t ∈ T.

(H5) There exists a β ∈
(

0, 1

1+κ−Γ

]

such that

f(t, u, v) > −min{β, 1} and g(t, u, v) > −min{β, 1}

for all (t, u, v) ∈ Iω × [0, R] × [0, R].

(H6) There exists an r ∈ (0, R), a t0 ∈ Iω, and continuous functions h1 : Iω → [0, +∞),

h2 : (0, r] × (0, r] → [0, +∞), h3 : Iω → [0, +∞), h4 : (0, r] × (0, r] → (−∞, 0],

such that h2(u, v) is nonincreasing in u and v, h4(u, v) is nondecreasing in u and

v, f(s, u, v) ≥ h1(s)h2(u, v) and g(s, u, v) ≤ h3(s)h4(u, v) for all t ∈ Iω, u, v ∈

(0, r], and

(4.4) h2(r, r)

∫

Iω

G̃(t0, s)h1(s)∆s ≥ 1,

and

(4.5) h4(r, r)

∫

Iω

G̃(t0, s)h3(s)∆s ≤ −2.
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Theorem 4.4. Assume that f and g are Kolmogorov and satisfy conditions (H1)–

(H6). Then the predator-prey system

u∆(t) = u(t)f
(

t, u(t), v(t)
)

v∆(t) = v(t)g
(

t, u(t), v(t)
)

has a positive periodic solution u∗(t), v∗(t), t ∈ T such that r ≤ ‖(u∗, v∗)‖ ≤ R.

Proof. Lemma 4.3 ensures that condition (i) of Theorem 3.2 holds. By the Kol-

mogorov condition on f , we have f(t, R, v) < 0 for all 0 ≤ v ≤ R, t ∈ T. Define the

sets

Ω1 =

{

(u, v) :
1

2
‖(u, v)‖ < |u(t)| < r and

1

2
‖(u, v)‖ < |v(t)| < r for all t ∈ Iω

}

and

Ω2 =
{

(u, v) : ‖(u, v)‖ < R
}

.

It is easy to see that the sets Ω1 and Ω2 are open and bounded and that Ω1 ⊂ Ω2.

Moreover, C ∩ (Ω2 \ Ω1) 6= ∅.

We first show that condition (ii) of Theorem 3.2 is satisfied. If not then there

exist (u0, v0) ∈ C ∩ ∂Ω2 ∩ dom L and λ0 ∈ (0, 1) such that

L(u0, v0) = λ0N(u0, v0).

Suppose that ‖(u0, v0)‖ = R = maxt∈Iω
|u(t)|. Then there exists a t1 ∈ T such that

u∆ has a generalized zero at t1. That is, either u∆(t1) = 0 or u∆(t1)u
∆(σ(t1)) < 0.

If u∆(t1) = 0, then 0 = u∆(t1) = u(t1)f
(

t1, u(t1), v(t1)
)

. Hence

0 = f(t1, R, v∗)

for some v∗ = v(t1) ∈ [0, R], which is a contradiction. If u∆(t1)u
∆(σ(t1)) < 0, then

either u∆(t1) > 0 or u∆(σ(t1)) > 0. Suppose that u∆(t1) > 0. Then f(t1, R, v∗) < 0 <

f(t1, R, v∗), a clear contradiction. Likewise we have a contradiction if u∆(σ(t1)) >

0. Hence ‖(u0, v0)‖ = R 6= maxt∈Iω
|u(t)|. Using a similar argument we obtain

‖(u0, v0)‖ = R 6= maxt∈Iω
|v(t)|. Since we obtain a contradiction under all circum-

stances, condition (ii) holds.

The retraction is given by (4.2) trivially satisfies condition (iii) of Theorem 3.2.

We next show that condition (iv) holds. Define the function H̃ by

H̃
(

(ξ1, ξ2), λ
)

=

[

ξ1

ξ2

]

− λ

[

|ξ1|

|ξ2|

]

− λ

[

∫

Iω
|ξ1|f(s, |ξ1|, |ξ2|)∆s

∫

Iω
|ξ2|g(s, |ξ1|, |ξ2|)∆s

]
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for ξ1, ξ2 ∈ R and λ ∈ [0, 1]. Let (u, v) ∈ ker L ∩ Ω2. Then
(

u(t), v(t)
)

≡ (c1, c2)

for some c1, c2 ∈ [0, R] and for all t ∈ Iω. Assume either H̃
(

(R, c2), λ
)

= 0 or

H̃
(

(c1, R), λ
)

= 0. If H̃
(

(R, c2), λ
)

= 0, then

(4.6)

[

0

0

]

=

[

R

c2

]

− λ

[

R

c2

]

− λ

[

∫

Iω
Rf(s, R, c2)∆s

∫

Iω
c2g(s, R, c2)∆s

]

.

From the Kolmogorov conditions, condition (H4) and (4.6), we obtain the absurd

statement

0 > λR

∫

Iω

f(s, R, c2)∆s = (1 − λ)R > 0.

As such H̃
(

(R, c2), λ
)

6= 0. Similarly we have H̃
(

(c1, R), λ
)

6= 0. Thus,

degB

(

H̃
(

(c1, c2), 1
)

, ker L ∩ Ω2, θ
)

= degB

(

H̃
(

(c1, c2), 0
)

, ker L ∩ Ω2, θ
)

.

Since

degB

(

H̃
(

(c1, c2), 0
)

, ker L ∩ Ω2, θ
)

= degB

(

I, ker L ∩ Ω2, θ
)

= 1,

then degB

(

[I − (P + JQN)γ]|ker L, ker L ∩ Ω2, θ
)

6= 0 and condition (iv) of Theorem

3.2 holds.

Note that condition (v) of Theorem 3.2 reads that there exists a (u0, v0) ∈ C \{θ}

such that ‖(u, v)‖ ≤ η(u0, v0)‖Ψ(u, v)‖ for all (u, v) ∈ C(u0, v0) ∩ ∂Ω1, where

C(u0, v0) = {(u, v) ∈ C : λ(u0, v0) � (u, v) for some λ > 0}

and η(u0, v0) is such that ‖(u, v) + (u0, v0)‖ ≥ η(u0, v0)‖(u, v)‖ for all (u, v) ∈ C.

Let u0(t) = v0(t) ≡ 1 and let η(u0, v0) = 1. Then (u0, v0) ∈ C \ {θ} and

C(u0, v0) = {(u, v) ∈ C : u(t) > 0, v(t) > 0, t ∈ Iω} .

Since J is the identity map, then Ψ given in (3.1) becomes

Ψ(u, v)(t) =

[

Ψ1(u, v)(t)

Ψ2(u, v)(t)

]

=



























1

ω

∫

Iω
u(s)∆s +

∫

Iω
u(s)f(s, u(s), v(s))∆s

+
∫

Iω
G(t, s)

(

u(s)f(s, u(s), v(s))

−
∫

Iω
u(r)f(r, u(r), v(r))∆r

)

∆s

1

ω

∫

Iω
v(s)∆s +

∫

Iω
v(s)g(s, u(s), v(s))∆s

+
∫

Iω
G(t, s)

(

v(s)g(s, u(s), v(s))

−
∫

Iω
v(r)g(r, u(r), v(r))∆r

)

∆s



























=

[

1

ω

∫

Iω
u(s)∆s +

∫

Iω
G̃(t, s)u(s)f(s, u(s), v(s))∆s

1

ω

∫

Iω
v(s)∆s +

∫

Iω
G̃(t, s)v(s)g(s, u(s), v(s))∆s

]

,

where G̃(t, s) is define in (4.3).
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Let (u, v) ∈ C(u0, v0) ∩ ∂Ω1. Then u(t) ≥ 0, v(t) ≥ 0, t ∈ Iω, 0 < ‖(u, v)‖ < r

and u(t) ≥ 1

2
‖(u, v)‖ and v(t) ≥ 1

2
‖(u, v)‖ for all t ∈ Iω. By (H6), we have

Ψ1(t0) =
1

ω

∫

Iω

u(s)∆s +

∫

Iω

G̃(t0, s)u(s)f(s, u(s), v(s))∆s

≥
1

2ω

∫

Iω

‖(u, v)‖∆s +
1

2

∫

Iω

G̃(t0, s)‖(u, v)‖f(s, u(s), v(s))∆s

≥ ‖(u, v)‖

[

1

2
+

1

2

∫

Iω

G̃(t0, s)h1(s)h2(u(s), v(s))∆s

]

≥ ‖(u, v)‖

[

1

2
+

1

2
h2(r, r)

∫

Iω

G̃(t0, s)h1(s)∆s

]

≥ ‖(u, v)‖.

In this case, maxt∈Iω
|Ψ1(t)| ≥ |Ψ1(t0)| ≥ ‖(u, v)‖.

Also, by (H6) we have

Ψ2(t0) =
1

ω

∫

Iω

v(s)∆s +

∫

Iω

G̃(t0, s)v(s)g(s, u(s), v(s))∆s

≤ r + r

∫

Iω

G̃(t0, s)g(s, u(s), v(s))∆s

≤ r + r

∫

Iω

G̃(t0, s)h3(s)h4(u(s), v(s))∆s

≤ r

[

1 + h4(r, r)

∫

Iω

G̃(t0, s)h3(s)∆s

]

≤ −r.

So, maxt∈Iω
|Ψ2(t)| ≥ |Ψ2(t0)| ≥ r > ‖(u, v)‖. Thus,

‖Ψ(u, v)‖ = max

{

max
t∈Iω

|Ψ1(t)|, max
t∈Iω

|Ψ2(t)|

}

≥ ‖(u, v)‖ = η(u0, v0)‖(u, v)‖,

and condition (v) holds.

By (H5), if (u, v) ∈ ∂Ω2 then

1

ω

∫

|u(s)|
(

1 + f(s, |u(s)|, |v(s)|)
)

∆s ≥ 0, and

1

ω

∫

|v(s)|
(

1 + g(s, |u(s)|, |v(s)|)
)

∆s ≥ 0.

Hence (P + JQN)γ(∂Ω2) ⊂ C and condition (vi) is true.

Finally we show that condition (vii) of Theorem 3.2 holds. Let (u, v) ∈ Ω2 \ Ω1.

Then maxt∈Iω
|u(t)| ≤ R and maxt∈Iω

|v(t)| ≤ R. By the definition of Ψγ , (3.2), we
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have

Ψγ(u, v)(t) =

[

Ψγ1(u, v)(t)

Ψγ2(u, v)(t)

]

=

[

1

ω

∫

Iω
|u(s)|∆s +

∫

Iω
G̃(t, s)|u(s)|f(s, |u(s), |v(s)|)∆s

1

ω

∫

Iω
|v(s)|∆s +

∫

Iω
G̃(t, s)|v(s)|g(s, |u(s), |v(s)|)∆s

]

.

Since β ∈
(

0, 1

1+κ−Γ

]

, then 1 − βωG̃(t, s) ≥ 0 for all t, s ∈ Iω. By (H5),

Ψγ1(u, v)(t) =
1

ω

∫

Iω

|u(s)|∆s +

∫

Iω

G̃(t, s)|u(s)|f(s, |u(s), |v(s)|)∆s

≥
1

ω

∫

Iω

|u(s)|
(

1 − βωG̃(t, s)
)

∆s

≥ 0.

Likewise, Ψγ2(u, v)(t) ≥ 0. Thus Ψγ(Ω2 \Ω1) ⊂ C and condition (vii) of Theorem 3.2

holds.

Since all the conditions of Theorem 3.2 hold then there exists a solution of (1.1)

and the proof is complete.
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