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1. INTRODUCTION AND PRELIMINARIES

The theory of fractional calculus and its role in the development of dynamical sys-

tems of arbitrary order has been under investigation for a long time. Such fractional
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dynamical systems have been used effectively in the modelling of many real world

problems in various fields of science and engineering, where they succeeded to reflect

the description of the properties of non-local complex systems [1, 2, 3, 4, 5]. On

the other hand, the discrete fractional calculus has shown much interest among re-

searchers in the last two decades [6, 7, 8, 9, 10, 11, 12, 13] and has been developing

rapidly, where the integration by parts problem has been formulated via left and right

fractional differences and sums.

The calculus of variation which deals mainly with the optimization problems on

infinite dimensional function spaces is an extremely important field in mathematics

and physics where many geometrical and physical problems can be analyzed by means

of variational problems [14]. The issue of obtaining integration by parts formulas

in fractional calculus or discrete fractional calculus is the key to obtain fractional

Euler-Lagrange equations . In the last decade many researchers studied fractional

and discrete fractional problems by applying suitable integration by parts formulas

[15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31].

The ordinary SLEs were investigated long ago where many applications in various

areas of science, engineering, and mathematics have been reported [32, 33]. However,

the fractional variational SLEs have only recently been investigated for local and

nonlocal fractional operators [34, 35, 36].

In this article we use a nabla fractional difference integration by parts formula

presented in [15] to formulate a nabla discrete fractional SLE through left and right

Caputo and Riemann fractional differences. Then, we continue to study the new for-

mulated SLP by making use of a discrete fractional isoperimetric variational problem.

Below, we present some basic tools to be used and then in the following section we

proceed to our main results.

For a, b ∈ R, the sets Na, bN,Na,b, where b− a is a positive integer, are defined by

Na = {a, a+ 1, a+ 2, ...}, bN = {..., b− 2, b− 1, b},

and

Na,b = {a, a+ 1, a+ 2, ..., b}.

The following integration by parts formula will be essential for proving the main

results. It will be used to develop a discrete fractional isoperimetric variational prob-

lem to study nabla discrete fractional SLEs.

Theorem 1. [15] Let 0 < α ≤ 1 and f, g : Na,b → R, a, b ∈ R. Then

b−1∑

t=a+1

g(t)( Ca∇
αf)(t) = f(t)(b∇

−(1−α)g)(t)
∣∣∣
b−1

a
+

b−1∑

t=a+1

f(t− 1)(b∇
αg)(t− 1), (1)

where clearly (b∇
−(1−α)g)(b − 1) = g(b− 1).
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In Theorem 1 above, C
a∇

α and ∇α
b represent the left Caputo fractional difference

starting from a and the right Riemann-Liouville fractional difference ending at b.

2. MAIN RESULTS

Our main results consist of two parts. First, we formulate a nabla fractional differ-

ence SLP by making use of Theorem 1. Then, we construct a discrete fractional

isoperimetric variational problem to study the eigenvalue and eigenfunctions of the

formulated SLP.

2.1. THE DISCRETE FRACTIONAL SLP

In what follows, α ∈ R and 0 < α ≤ 1 and b = a + N + 1 for some N ≥ 2 a fixed

integer. Moreover, we set

a
(α)
i =





1, if i = 0

(−1)i
α(α − 1) . . . (α− i+ 1)

i!
, if i = 1, 2, . . .

Denoting the Sturm-Liouville operator as

Lx(t) =
(
b∇

α(p C
a∇

αx)
)
(t) + q(t)x(t),

consider the fractional SLE

Lx(t) = λr(t)x(t), t ∈ Na+1,b−2, (2)

where 0 < α ≤ 1, p : Na,b−1 → R, r : Na+1,b−2 → R such that p(t) > 0, r(t) > 0 and

q : Na+1,b−2 → R with the boundary conditions

x(a) = 0, x(b − 1) = 0. (3)

Theorem 2. The SLP (2)-(3) has N − 1 real eigenvalues, which will be denoted by

λ1 ≤ λ2 ≤ · · · ≤ λN−1.

The corresponding eigenfunctions,

x1, x2, . . . , xN−1 : Na+1,b−2 → R,

are mutually orthogonal with respect to the weight function r on Na+1,b−2; that is,

< xi, xj >r=

b−2∑

t=a+1

r(t)xi(t)xj(t) = 0, i 6= j,
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and they span R
N−1; that is, any function ψ : Na+1,b−2 → R has the unique repre-

sentation

ψ(t) =

N−1∑

i=1

cixi(t), t ∈ Na+1,b−2,

where the coefficient ci’s are given by

ci =
< ψ, xi >r

< xi, xi >r
, 1 ≤ i ≤ N − 1.

Proof. Note that equations (2) and (3) can be considered as a system of N − 1 linear

equations in N − 1 real unknowns x(a + 1), x(a + 2), . . . , x(b − 2). It can be shown

that the corresponding matrix form is

AxT = λRxT , (4)

where the entries Aij ’s of A are given by

A
(α)
ij =






q(a+ i) +
N−i∑

k=0

(a
(α)
k )2p(a+ i+ k), i = j

N−i∑

k=0

[
a
(α)
k p(a+ i+ k)

k+i∑

m=0

a(α)m

]
andk −m+ i = j, i 6= j,

and R = diag(r(a+1), r(a+2), . . . , r(b− 2)). Because of the equivalence of the SLP

(2)-(3) with the problem (4), it follows from the matrix theory that the SLP (2)-

(3) has N − 1 pairwise orthogonal real linearly independent eigenfunctions with all

eigenvalues real. Now, we will find the constants ci’s. We have

< ψ, xj >r=<

N−1∑

i=1

cixi, xj >r=

N−1∑

i=1

ci < xi, xj >r= cj < xj , xj >r,

which follows from the orthogonality. Hence, ci = <ψ,xi>r

<xi,xi>r
, 1 ≤ i ≤ N − 1, as

claimed.

2.2. THE DISCRETE FRACTIONAL ISOPERIMETRIC PROBLEM

Let J be a functional of the form

J(f) =
b−1∑

t=a+1

L(t, fρ(t), (C∇α
af)(t)), (5)

where 0 < α ≤ 1, f : Na,b−1 → R, L : Na+1,b−1×R×R → R such that L has continuous

first order partial derivatives with respect to fρ and C∇α
af. The isoperimetric problem

consists of finding the local extrema of J subject to the boundary conditions

f(a) = A, f(b− 1) = B, (6)
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where A,B are constants and the isoperimetric constraint

I(f) =

b−1∑

t=a+1

g(t, fρ(t), (C∇α
af)(t)) = l, (7)

where l is a constant and g : Na+1,b−1 × R× R → R such that g has continuous first

order partial derivatives with respect to fρ and C∇α
af.

Definition 1. A function f : Na,b−1 → R which satisfies (6) and (7) is called

admissible.

Definition 2. An admissible function f is called an extremal for I in (7) if it satisfies

the Euler Lagrange equation

Lσ1 (t) + (b∇
αL2)(t) = 0, t ∈ Na+1,b−2,

where L1 = ∂g
∂fρ and L2 = ∂g

∂C∇α
a f
.

Theorem 3. Let f be a local minimum for J in (5), subject to the boundary condi-

tions (6) and the isoperimetric constraint (7). Assume that f is not an extremal for

I. Then there exists a constant λ such that f satisfies

L̃σ1 (t) + (b∇
αL̃2)(t) = 0, t ∈ Na+1,b−2,

where F = L− λg, L̃1 = ∂F
∂fρ and L̃2 = ∂F

∂C∇α
a f
.

Proof. (See also [18]). Let ηk : Na,b−1 → R, ηk(a) = ηk(b − 1) = 0 be two functions

and ǫks be two arbitrarily small real numbers for k = 1, 2. Consider the new function

of two parameters

f̂ = f + ǫ1η1 + ǫ2η2. (8)

Let

Î(ǫ1, ǫ2) =I(f̂)− l

=

b−1∑

t=a+1

g(t, fρ(t) + ǫ1η
ρ
1(t) + ǫ2η

ρ
2(t), (

C∇α
af)(t) + ǫ1(

C∇α
aη1)(t)

+ ǫ2(
C∇α

aη2)(t))− l.

We have

∂Î

∂ǫ2

∣∣∣
(0,0)

=

b−1∑

t=a+1

[
η
ρ
2(t)

∂g

∂fρ
(t, fρ(t), (C∇α

af)(t)) + (C∇α
aη2)(t)

∂g

∂C∇α
af

(t, fρ(t), (C∇α
af)(t))

]
.
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Now, by the integration by parts formula (1), we see that

∂Î

∂ǫ2

∣∣∣
(0,0)

=

b−1∑

t=a+1

η
ρ
2(t)

[
∂g

∂fρ
(t, fρ(t), (C∇α

af)(t))

+

(
b∇

α ∂g

∂C∇α
af

(t, fρ(t), (C∇α
af)(t))

)
(t− 1)

]

+ η2(t) b∇
−(1−α)

(
∂g

∂C∇α
af

(t, fρ(t), (C∇α
af)(t))

)
(t)

∣∣∣
b−1

a

=

b−1∑

t=a+1

η
ρ
2(t)

[
∂g

∂fρ
(t, fρ(t), (C∇α

af)(t))

+

(
b∇

α ∂g

∂C∇α
af

(t, fρ(t), (C∇α
af)(t))

)
(t− 1)

]
.

Since f is not an extremal for I, there exists a function η2 such that

∂Î

∂ǫ2

∣∣∣
(0,0)

6= 0. (9)

From (9) and the fact that Î(0, 0) = 0, by the Implicit Function Theorem, it follows

that there exists a C1 function ǫ2 = ǫ2(ǫ1) defined in a neighborhood of zero such

that Î(ǫ1, ǫ2(ǫ1)) = 0. Therefore, there exists a family of variations of type (8) that

satisfy the isoperimetric constraint (7).

Similarly, lets now define

Ĵ(ǫ1, ǫ2) = J(f̂).

Since Ĵ has an extremum at (0, 0) subject to the constraint Î(0, 0) = 0 and since

∇Î(0, 0) 6= 0, by the Lagrange Multiplier Rule, there is a number λ such that

∇(Ĵ(0, 0)− λÎ(0, 0)) = 0.

It can easily be shown that

∂Ĵ

∂ǫ1

∣∣∣
(0,0)

=

b−1∑

t=a+1

η
ρ
1(t)

[
∂L

∂fρ
(t, fρ(t), (C∇α

af)(t))

+

(
b∇

α ∂L

∂C∇α
af

(t, fρ(t), (C∇α
af)(t))

)
(t− 1)

]

and

∂Î

∂ǫ1

∣∣∣
(0,0)

=

b−1∑

t=a+1

η
ρ
1(t)

[
∂g

∂fρ
(t, fρ(t), (C∇α

af)(t))

+

(
b∇

α ∂g

∂C∇α
af

(t, fρ(t), (C∇α
af)(t))

)
(t− 1)

]
.
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Hence, we have

b−1∑

t=a+1

η
ρ
1(t)

[
∂F

∂fρ
(t, fρ(t), (C∇α

af)(t)) +

(
b∇

α ∂F

∂C∇α
af

(t, fρ(t), (C∇α
af)(t))

)
(t− 1)

]
.

Since η1 is arbitrary, we obtain

∂F

∂fρ
(t, fρ(t), (C∇α

af)(t)) +

(
b∇

α ∂F

∂C∇α
af

(t, fρ(t), (C∇α
af)(t))

)
(t− 1) = 0,

t ∈ Na+2,b−1.

Now, lets consider the particular case, where the functionals J̃ and Ĩ are defined

by

J̃(f) =

b−1∑

t=a+1

[
p(t)((C∇α

af)(t))
2 + q(t− 1)f2(t− 1)

]
, (10)

and

Ĩ(f) =

b−2∑

t=a

r(t)f2(t) = 1, (11)

respectively. Now proceeding as in the proofs of Theorem 2.5 and Theorem 2.7 in

[17], we obtain the following results.

Theorem 4. Let λ1 be the first eigenvalue of the SLP (2)-(3), and let x1 be the

corresponding eigenfunction normalized to satisfy the isoperimetric constraint (11).

Then x1 is the minimum of the functional J̃ defined by equation (10) subject to the

boundary conditions (3) and the isoperimetric constraint (11). Furthermore, J̃(x1) =

λ1.

Proof. Assume that x is a local minimum of J̃ . First note that the Euler Lagrange

equation for Ĩ is

2r(t)x(t) = 0, t ∈ Na+1,b−2,

which is satisfied only for the trivial solution x(t) = 0 since r(t) > 0. Hence, no

extremals for Ĩ can satisfy the isoperimetric constraint (11). Then, by Theorem 3,

there exists a real constant λ such that x satisfies the equation

(b∇
α(pC∇α

ax))(t) + q(t)x(t) − λr(t)x(t) = 0, t ∈ Na+1,b−2, (12)

together with x(a) = x(b − 1) = 0 and the isoperimetric constraint (11). Let us

multiply (12) by x(t) and sum from a+ 1 to b− 2, then

b−2∑

t=a+1

x(t)(b∇
α(pC∇α

ax))(t) +

b−2∑

t=a+1

q(t)x2(t) = λ

b−2∑

t=a+1

r(t)x2(t).
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Using x(a) = x(b − 1) = 0, by the integration by parts formula (1), we have

b−2∑

t=a+1

x(t)(b∇
α(pC∇α

ax))(t) =− x(t)(b∇
−(1−α)(pC∇α

ax))(t)
∣∣∣
b−1

a

+

b−1∑

t=a+1

p(t)((C∇α
ax)(t))

2

=

b−1∑

t=a+1

p(t)((C∇α
ax)(t))

2.

From (11) and the fact that x(a) = 0, we see that J̃(x) = λ. Since x satisfies (11),

it follows that x is nontrivial. Hence, λ is an eigenvalue. From Theorem 2, we

know that there exists the least element in the spectrum, the first eigenvalue λ1, and

a corresponding eigenfunction x1 normalized to satisfy the isoperimetric constraint

(11). Hence, the minimum value of J̃ is λ1 and J̃(x1) = λ1.

Definition 3. We will call the functional R defined by

R(x) =
J̃(x)

Ĩ(x)
,

where J̃ and Ĩ are the functionals defined by (10) and (11), respectively, as the

Rayleigh quotient for the SLP (2)-(3).

Theorem 5. Assume that x satisfies the boundary conditions x(a) = x(b − 1) = 0

and nontrivial.

(i) If x is a minimizer of the Rayleigh quotient R for the SLP (2)-(3), then the

minimum value of R is the smallest eigenvalue λ1; that is, R(x) = λ1.

(ii) If x is a maximizer of the Rayleigh quotient R for the SLP (2)-(3), then the

maximum value of R is the largest eigenvalue λN−1; that is, R(x) = λN−1.

Proof. We will only prove (i). The proof of (ii) is similar. Assume that x satisfies

the boundary conditions x(a) = x(b − 1) = 0, nontrivial, and is a minimizer of the

Rayleigh quotient R. We define the functions φ, ψ and ζ as follows:

φ : (−ǫ, ǫ) → R, φ(h) = Ĩ(x+ hη) =

b−2∑

t=a

r(t)(x + hη)2(t),

ψ : (−ǫ, ǫ) → R, ψ(h) = J̃(x+ hη) =

b−1∑

t=a+1

[
p(t)((C∇α

a (x+ hη))(t))2

+q(t− 1)(x+ hη)2(t− 1)
]
,

ζ : (−ǫ, ǫ) → R, ζ(h) = R(x+ hη) =
J̃(x+ hη)

Ĩ(x+ hη)
,
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where η : Na,b−1 → R, η(a) = η(b−1) = 0. Note that C∇α
a is a linear operator, hence,

we have

(C∇α
a (x+ hη))(t) = (C∇α

ax)(t) + h(C∇α
aη)(t).

Since ζ ∈ C1((−ǫ, ǫ)) and

ζ(0) ≤ ζ(h), |h| < ǫ,

it follows that

ζ′(0) =
d

dh
R(x+ hη)

∣∣∣
h=0

= 0.

Moreover, we have

ζ′(h) =
1

φ(h)

(
ψ′(h)−

ψ(h)

φ(h)
φ′(h)

)
,

ψ′(0) =
d

dh
J̃(x + hη)

∣∣∣
h=0

=2

b−1∑

t=a+1

[
p(t)(C∇α

ax)(t)(
C∇α

aη)(t) + q(t− 1)x(t− 1)η(t− 1)
]
,

φ′(0) =
d

dh
Ĩ(x + hη)

∣∣∣
h=0

= 2

b−2∑

t=a

r(t)x(t)η(t).

Hence,

ζ′(0) =
2

Ĩ(x)

[
b−1∑

t=a+1

[p(t)(C∇α
ax)(t)(

C∇α
aη)(t) + q(t− 1)x(t− 1)η(t− 1)]

−
J̃ [x]

Ĩ[x]

b−2∑

t=a

r(t)x(t)η(t)

]

=0.

Using η(a) = η(b− 1) = 0, by the integration by parts formula (1), we get

b−1∑

t=a+1

p(t)(C∇α
ax)(t)(

C∇α
aη)(t)

=η(t)(b∇
−(1−α)(pC∇α

ax))(t)
∣∣∣
b−1

a
+

b−1∑

t=a+1

η(t− 1)(b∇
α(pC∇α

ax))(t − 1)

=

b−1∑

t=a+1

η(t− 1) b∇
α(p C∇α

ax)(t− 1).

Keeping in mind that J̃[x]

Ĩ[x]
= λ and η(a) = η(b− 1) = 0, we obtain

b−2∑

t=a+1

[(b∇
α(pC∇α

ax))(t) + q(t)x(t) − λr(t)x(t)]η(t) = 0.
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Since η is arbitrary, we get

(b∇
α(pC∇α

ax))(t) + q(t)x(t) − λr(t)x(t) = 0, t ∈ Na+1,b−2. (13)

Since x is nontrivial, it follows that λ is an eigenvalue of (13). In addition, if λi is an

eigenvalue and xi is the corresponding eigenfunction, then

(b∇
α(pC∇α

axi))(t) + q(t)xi(t) = λir(t)xi(t), t ∈ Na+1,b−2.

As can be seen from the proof of Theorem 4, we have

λi =

∑b−1
t=a+1

[
p(t)((C∇α

axi)(t))
2 + q(t− 1)x2i (t− 1)

]
∑b−2
t=a r(t)x

2
i (t)

;

that is, R[xi] =
J̃[xi]

Ĩ[xi]
= λi. Since λ is the minimum value of R, it follows that

λ ≤ λi, 1 ≤ i ≤ N − 1.

Hence, λ = λ1.
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