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ABSTRACT: This paper describes a delayed predator-prey model with modified

Leslie-Grower scheme, in which the time delays are regarded as bifurcation parame-

ters. The functional response is considered to be of Holling-type II and incorporates

a constant proportional prey refuge. The model is considered from the point of view

of persistence and stability for this particular functional response. The asymptotic

stability of coexist equilibrium is examined by using constructed Lyapunov function.

The delayed system is analyzed with focusing on the gestation delay of predator τ .

We investigate the occurrence of Hopf bifurcation in the neighborhood of the positive

interior equilibrium. Moreover, the direction of the Hopf bifurcation and the stabil-

ity of bifurcating periodic solution are analyzed. Finally, numerical simulations are

carried out to verify the theoretical results of the paper.
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1. INTRODUCTION

The dynamic relationship between prey and predator has long been and will continue

to be one of the dominant themes in both ecology and mathematics ecology due to its
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universal existence and importance [4]. We concerned most is the dynamic characters

caused by the interactions between different species such as the prey-predator system.

The predation is the most popular research field which has been intensively studied

for several decades since Lotka and Volterra [14]. Predation is a mode of life in which

food is primarily obtained by killing and consuming organism,and we use functional

response to describe the effect of predation. Functional response refers to the change

per unit of time in the density of hosts attacked per parasite as the host density

change [7]. There have been extensive studies and applications about several different

types of functional response which are used in the prey-predator system to describe

the stability and other dynamics, such as: Holling, Beddington-DeAngelis, Crowley-

Martin, Leslie-Gower and square root type (see [11, 23, 1, 2, 5]).

Leslie introduced a prey-predator model based on the assumption that the preda-

tor population increases in a logistic form with food supply in abundance and carrying

capacity of the predator in environment is proportional to the number of prey [17, 18].

This consideration leads to

dx

dt
= (a1 − bx− q(x)y)x,

dy

dt
= (a2 − c2

y

x
)y.

Where x, y, represent the population densities of prey and predator at time t, re-

spectively; a1(a2) is the intrinsic growth rate of prey(predator); b1 describes the

competition among individuals of prey; The function q(x) is the so-called functional

response shows the reduction in prey population due to the effect of predation; And

here predator species is considered to be logistic growth with carrying capacity of
a2

c
. In the case of prey severe scarcity, predator can switch over to other popula-

tions but its growth rate will be limited by the fact that its most favourite food is

not available in abundance. Due to this consideration, Aziz-Alaoui and Okiye [3]

established a modified Leslie-Gower model with the assumption of Holling type II

functional response:










.
x = x(a1 − bx− c1y

x+ k1
),

.
y = y(a2 −

c2y

x+ k2
).

(1.1)

Where x, y, a1, a2, b, c2 have the same meaning with the classic Leslie-Gower type

mentioned above. k1 is the average saturation rate of Holling type II functional

response. c1 indicates the quality of the providing prey to predator as its favourite

food. For predator can switch to other food supply, we add a positive constant k2 to

the denominator. Leslie-Gower model originally suggested by the results of analysis

to the data for growth of Paramecium given by Gause [8], and till now, numerous

representations of interactions between prey-predator species exemplify this model,

see [9, 22].

In the field of ecology, the effort of prey refuge plays an important role in interac-

tion between the prey and predator. We use the refuge to describe the phenomenon
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that some prey can escape from predation by hiding in some places where predators

can not enter. The effect of refuge has been studied a lot for several decades. Liu

and Han [20] studied a predator-prey diffusion model incorporating a constant prey

refuge and showed the stability of the positive equilibrium and the existence of local

Hopf bifurcation. Jana et al. [12] proposed an original work to describe the effort of

refuge region which has a carrying capacity. They divide the environment into refuge

region and predatory region and two regions have their own prey growth rate and

carrying capacity respectively and there is a migration between these two regions.

They analyzed the dynamic behavior of the system and shown the occurrence of Hopf

bifurcation. In our work, we introduce a constant proportion refuge in which mx of

the prey is protected, where m ∈ [0, 1) is a constant. This leaves (1 − m)x of prey

available to the predator.

In addition, time delay is a very important tool for studing models of popula-

tion interactions, which leads to a more realistic approach to the understanding of

prey-predator dynamics. More realistic models should include some of the past states

of these system. A real system should be modeled by differential equations with

time delays [15]. Time lag exhibit much more complicated dynamics because ordi-

nary differential equations with a delay may cause a stable equilibrium to unstable.

Prey-predator system with time delay has been studied by many authors. Nindjin et

al. [21] introduced a modified Leslie-Gower model with time delay and investigated

the boundedness of the solutions. Then, the global asymptotical stability of interior

equilibrium was proved by using Lyapunov function method. Kar and Ghorai [13]

studied a delayed modified version of Leslie-Gower and Holling type II scheme with

a constant proportion harvest on both prey and predator. They investigated the in-

fluence of harvesting, the direction and the periodic solutions of Hopf bifurcation of

the model by using normal form method and center manifold theorem. Yuan et al.

[24] considered a modified Leslie model with time delay and Michaelis-Menten type

harvesting on prey. They discussed the Hopf bifurcations at positive equibrium and

its unfolding with parameter perturbations. The condition for sustainable harvesting

also provided in the paper which ensures human benefit without destroys the balance

of prey-predator system. Youngkun Li and Changzhao Li [19] investigated a delayed

Leslie prey-predator system with Holling type I functional response incorporating a

prey refuge, where time delays are regarded in the negative feedback of predator’s den-

sity. They discussed the existence of global Hopf bifurcation to the system. Through

the previous discussion, we introduce a single time delay τ in the negative feedback

of the predator’s density and take it into system (1.1) incorporating a prey refuge m.

Hence, the model system we investigated finally becomes:
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













.
x = x(a1 − bx− (1−m)c1y

(1−m)x+ k1
),

.
y = y(a2 −

c2y(t− τ)

(1−m)x(t− τ) + k2
).

(1.2)

The paper is organised as follows. In Section 2, we consider the boundedness of

the system presented above and the permanence of the prey and predator popula-

tions. Then, we calculate the equilibria of the model with its existence conditions

and determine the properties for these equilibria, especially about global stability of

coexistence equilibrium. In Section 3, the delayed system is used to study the direc-

tion and stability of the Hopf bifurcation which is occurred at a critical value of the

time delay. Finally, in Section 4 we validate our analytical findings by perform some

numerical simulations and Section 5 gives the ecological significance of our study.

2. STABILITY OF THE POSITIVE EQUILIBRIUM AND DYNAMIC

BEHAVIOUR WHEN DELAY τ = 0

2.1. Boundedness and permanence of the system

The initial conditions for the system (1.2) are

(x(t), y(t)) ∈ C+ = C([−τ, 0],R2

+), x(0) ≥ 0, y(0) ≥ 0.

To analyze the system (1.2) we need to discuss the boundedness firstly.

Lemma 2.1. The positive quadrant int(R2
+) is invariant for system (1.2).

Proof. We need to prove that for all t ∈ [0,M ],x(t) > 0 and y(t) > 0, where M is

a positive real number. Now we use contradiction method to prove. Suppose that is

not true,thus,there must exist one tM where 0 < t < tM , such that for all t ∈ [0, tM ],

x(t) > 0 and y(t) > 0, and x(tM ) = 0 or y(tM ) = 0 or either. Then, we have

x(t) =x(0) exp(

∫ t

0

a1 − bx(s)− (1−m)c1y(s)

(1−m)x(s) + k1
ds),

y(t) =y(0) exp(

∫ t

0

a2 −
c2y(s− τ)

(1−m)x(s− τ) + k2
ds).

For (x, y) is defined and continuous on [−τ, tM ]. there exist a K ≥ 0 such that for all

t ∈ [−τ, tM ],

x(t) = x(0) exp(

∫ t

0

a1 − bx(s)− (1−m)c1y(s)

(1−m)x(s) + k1
ds) ≥ x(0) exp(−tMK),
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and

y(t) = y(0) exp(

∫ t

0

a2 −
c2y(s− τ)

(1−m)x(s− τ) + k2
ds) ≥ y(0) exp(−tMK).

Taking the limit, as t → tM , we obtain

x(tM ) ≥ x(0) exp(−tMK),

y(tM ) ≥ y(0) exp(−tMK).

Which contradicts the fact that at least one of x(tM ), y(tM ) equals to 0. Hence we

have for all t ∈ [0,M ],x(t) > 0, y(t) > 0.

Now we discuss about the boundedness of the system and then we shall analyze

the persistence and permance of the model.

Definition 2.2. (Persistence)The system (1.1) and (1.2) is said to be weakly per-

sistent if every solution (x(t), y(t)) satisfies two conditions:

x(t) ≥ 0, y(t) ≥ 0, ∀t ≥ 0,

lim
t→∞

supx(t) > 0, lim
t→∞

sup y(t) > 0.

system is said to be strongly persistent if every solution (x(t), y(t)) satisfies the fol-

lowing condition along with the first condition of the weak persistence.

lim
t→∞

inf x(t) > 0, lim
t→∞

inf y(t) > 0.

Definition 2.3. (Permanence)The system is said to be permanent if there exist

positive constant m and M with 0 < m < M , such that

min{ lim
t→∞

inf x(t), lim
t→∞

inf y(t)} ≥ m,

max{ lim
t→∞

supx(t), lim
t→∞

sup y(t)} ≤ M.

Lemma 2.4. From system (1.2) we have

lim
t→+∞

supx(t) ≤ K, lim
t→+∞

sup y(t) ≤ L,

where K = a1/b and L = a2/c2((1−m)K + k2)e
a2τ .

Proof. At beginning we show the following conclusion that: if p > 0, q > 0 and

du/dt ≤ (≥)u(t)(q− pu(t)),u(t0 > 0),then,limt→∞ supu(t) ≤ q
p
(limt→∞ inf u(t) ≥ q

p
),

the proof can be found in [6]. Now from the first equation of the system we have

dx

dt
< x(t)(a1 − bx(t)),
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using the conclusion above we obtain

lim sup
t→+∞

x(t) ≤ a1
b

= K.

From the second equation we have

dy

dt
< a2y(t),

and for t > τ we obtain y(t) ≤ y(t− τ)ea2τ , hence

y(t− τ) ≥ y(t)e−a2τ .

Then, for any ρ > 1, there exist a positive sufficiently big number T such that for

t > T ,x(t) < ρK. Then, from inequations above, we obtain for t > T + τ ,

dy

dt
< y(t)

(

a2 −
c2e

−a2τ

ρ(1−m)K + k2
y(t)

)

,

using the same arguments before

lim sup
t→+∞

y(t) ≤ a2
c2(ρ(1−m)K + k2)ea2τ

= Lρ.

Hence, let ρ → 1 we easily get

lim sup
t→+∞

y(t) ≤ a2
c2((1−m)K + k2)ea2τ

= L.

Lemma 2.5. The system (1.2) is permanent if it satisfies the following condition:

L <
a1k1

c1(1−m)
.

Proof. From the discussion in lemma 2.4. we can choose M = max{K,L} > 0 such

that

max{lim sup
t→+∞

x(t), lim sup
t→+∞

y(t)} ≤ M.

Now to show the system is permanent we only need to find a positive number m > 0,

such that

min{lim inf
t→+∞

x(t), lim inf
t→+∞

y(t)} ≥ m,

from the prey equation of our system, and for time t large enough, we have y(t) < ρL,

where ρ > 1. Then

dy

dx
> x(a1 − bx− c1(1−m)ρL

k1
).
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Thus, letting ρ → 1 and by using the conclusion before we obtain

lim inf
t→+∞

x(t) ≥ 1

b
(a1 −

c1(1−m)L

k1
).

Then we denote that P = 1
b
(a1 − c1(1−m)L

k1

). and we need P > 0, thus L < a1k1

c1(1−m) .

On the other hand, for predator population y, there must have a sufficient big

constant Tρ, for t > Tρ, x(t) > P/ρ and y(t) < ρL, where ρ > 1.

Then we consider t > Tρ + τ ,

dy

dt
> y(t)(a2 −

ρc2
(1−m)P + ρk2

y(t− τ)),

from y(t) < ρL we have

dy

dt
> − ρ2c2L

(1−m)P + ρk2
y(t).

for t > Tρ + τ we also have

y(t− τ) < y(t) exp(
ρ2c2Lτ

(1−m)P + ρk2
).

Then, above discussion lead to, for t > Tρ + τ

dy

dt
> y(t)(a2 −

ρc2
(1−m)P + ρk2

exp(
ρ2c2Lτ

(1−m)P + ρk2
)y(t)).

Hence,

lim inf
t→+∞

y(t) ≥ a2((1−m)P + ρk2)

ρc2
exp(− ρ2c2Lτ

(1−m)P + ρk2
),

letting ρ → 1 we get

lim inf
t→+∞

y(t) ≥ a2((1−m)P + k2)

c2
exp(− c2Lτ

(1−m)P + k2
) = P

′

.

Thus, let m = min{P, P ′} > 0, we have proved the system is permanent.

2.2. Equilibrium and stability analysis

In this section, to investigate the non-delay system first, we rewrite the model system

into the form of














.
x = x(a1 − bx− (1−m)c1y

(1−m)x+ k1
),

.
y = y(a2 −

c2y

(1−m)x+ k2
).

(2.1)
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by setting ẋ = ẏ = 0 we get the equilibriums of system (1.2) which are independent

of the time delay τ .

1)The trivial equilibrium E0 = (0, 0);

2)The boundary equilibrium E1 = (a1/b, 0).

The boundary equilibrium E2 = (0, a2k2/c2);

3)The interior equilibrium E∗ = (x∗, y∗) exist if m > 1− a1c2k1

a2c1k2

.

To verify the interior equilibrium we need to find the positive solution of the

following equations.














a1 − bx∗ − c1(1−m)y∗

(1−m)x∗ + k1
= 0,

a2 −
c2y

∗

(1−m)x∗ + k2
= 0.

(2.2)

Then we substitute y∗ = [(1−m)x∗ + k2]
a2

c2
into the first equation and obtain

Ax∗2

+Bx∗ + C = 0, (2.3)

where

A = (1−m)b, B = bk1 − (1−m)[a1 −
(1−m)c1a2

c2
], C =

c1(1−m)a2k2
c2

− a1k1.

Thus

x∗
± =

−B ±
√
B2 − 4AC

2A
.

Then we need discriminant △ = B2 − 4AC > 0, that is

{bk1 − (1−m)[a1 −
(1−m)c1a2

c2
]}2 + 4(1−m)b(

c1(1−m)a2k2
c2

− a1k1) > 0,

which leads to C = c1(1−m)a2k2

c2
− a1k1 should be positive. Hence,

m > 1− a1c2k1
a2c1k2

,

and the positive solution of (2.1) should be x∗ = −B+
√
B2−4AC
2A and y∗ = a2

c2
[(1 −

m)x∗ + k2].

We deal with the local stability of each equilibrium point by computing the corre-

sponding Jacobian matrix to each equilibrium. For stability of the equilibrium points,

the real parts of the eigenvalues of the Jacobian matrix must be negative.

The Jacobian matrix of trivial point E0 is given by

J0 =

(

−a1 0

0 a2

)

,
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and the eigenvalues are obviously −a1 and a2. Therefore, the system (2.1) is always

unstable around E0 which is an unstable node point.

The Jacobian matrix of the point E1 = (a1

b
, 0) is

J1 =

(

−a1 − a1c1(1−m)
(1−m)a1+k1b

0 a2

)

.

Then J1 has a negative eigenvalue −a1 and a positive eigenvalue a2. The system

(2.1) is always unstable around E1 which is, in fact, a saddle point and whose stable

manifold is x-axis and repels in y-direction.

The Jacobian matrix of the point E2 = (0, a2k2

c2
) is

J2 =

(

a1 − a2c1k2(1−m)
c2k1

0
a2

2
(1−m)
c2

−a2

)

.

It has a negative eigenvalue −a2 and the other eigenvalue is negative if a1− a2c1k2(1−m)
c2k1

< 0 holds, which leads to m < 1 − a1c2k1

a2c1k2

. Hence E2 is an asymptotically stable

point(under m = 1 − a1c2k1

a2c1k2

, E2 will be stable but not asymptotically) and in the

case there is no coexistence equilibrium E∗ of system (2.1). In the case of interior

coexistence equilibrium exist, E2 will be also an unstable point which is, in fact, a

saddle point and whose stable manifold is y-axis.

Theorem 2.6. The dynamic system (2.1) has E∗ = (x∗, y∗) as locally asymptotically

stable if m > 1− bk1

a1

.

Proof. The variational matrix of the model (2.1) at the positive equilibrium E∗ is

J∗ =





a1 − 2bx∗ − c1k1(1−m)y∗

[(1−m)x∗+k1]2
− c1(1−m)x∗

(1−m)x∗+k1

c2y
∗
2

(1−m)
[(1−m)x∗+k2]2

a2 − 2c2y
∗

(1−m)x∗+k2



 .

It is obvious that J12 < 0, J21 > 0 and J22 < 0. And the characteristic polynomial

for J∗ is λ2 − tr(J∗)λ+ det(J∗) where tr(J∗) stands for trace and det(J∗) stands for

determinant. From Routh-Hurwitz criteria, the eigenvalue λ will have negative real

parts if tr(J∗) < 0 and det(J∗) > 0. That leads to J11 < 0.

From discussion above we have

a1 − 2bx∗ − c1k1(1−m)y∗

[(1−m)x∗ + k1]2
< 0, (2.4)

furthermore, from the first equation of equilibrium equations (2.1) we get

a1 − bx∗ =
c1k1(1−m)y∗

(1−m)x∗ + k1
. (2.5)
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Substitute (2.4) into the inequality (2.3), then

a1 − 2bx∗ − k1(a1 − bx∗)

(1−m)x∗ + k1
< 0,

which leads to

−2b(1−m)x∗2

+ (a1(1−m)− bk1)x
∗ < 0.

Thus

x∗ >
a1(1−m)− bk1

2b(1−m)
. (2.6)

For x∗ is a positive constant, the inequality (2.5) needs to be always hold, Then, the

right hand side of the inequality (2.5) must be negative:

a1(1−m)− bk1
2b(1−m)

< 0.

Hence, we obtain the condition that

m > 1− bk1
a1

.

Now we have the following theorem to examine the system is globally asymptoti-

cally stable without time delay at the coexist equilibrium.

Theorem 2.7. The interior equilibrium E∗ is globally asymptotically stable if

m > 1− bk1
a1 − bx∗ .

Proof. We constructing a suitable Lyapunov functional to prove the theorem. The

function is defined as

V (x, y) = V1(x, y) + µV2(x, y),

where V1(x, y) = x − x∗ − x∗ ln( x
x∗
), V2(x, y) = y − y∗ − y∗ ln( y

y∗
), the constant µ is

positive and will be defined in the discussion below. This function is well defined and

continuous on Int(R2
+). It is obvious that the function V (x, y) is zero at equilibrium

E∗ and is positive for all other (x, y) except E∗.

The time derivative of V (x, y) is given by

dV

dt
= (x− x∗)

(

a1 − bx− c1(1−m)y

(1−m)x+ k1

)

+ µ(y − y∗)

(

c2y

(1−m)x+ k2

)

= (x− x∗)

(

−b(x− x∗) +
c1(1−m)y∗

(1−m)x∗ + k1
+

c1(1−m)y

(1−m)x+ k1

)
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+ µ(y − y∗)

(

c2y
∗

(1−m)x∗ + k2
+

c2y

(1−m)x+ k2

)

=

(

−b+
c1(1−m)2y∗

((1−m)x∗ + k1)((1−m)x+ k1)

)

(x− x∗)2

−
(

k2c2 + (1−m)c2x
∗

((1−m)x∗ + k2)((1−m)x+ k2)

)

µ(y − y∗)2

+

( −(c1k1(1−m) + c1(1−m)2x∗)

((1−m)x∗ + k1)((1−m)x+ k1)
+

µ(1−m)c2y
∗

((1−m)x∗ + k2)((1−m)x+ k2)

)

(x− x∗)(y − y∗)

≤
(

−b+
c1(1−m)2y∗

((1−m)x∗ + k1)k1

)

(x− x∗)2 −
(

k2c2 + (1−m)c2x
∗

((1−m)x∗ + k2)((1−m)x+ k2)

)

µ(y − y∗)2

+

(−(c1k1(1−m) + c1(1−m)2x∗)

(K + k1)2
+

µ(1−m)c2y
∗

k22

)

(x− x∗)(y − y∗),

and the positive number K indicates the upper boundary to populations of prey from

Lemma 2.4.

Choosing the constant

µ =
c1k1 + c1(1−m)x∗

c2y∗
k22

(K + k1)2
,

then we obtain the following inequality

dV

dt
≤
(

−b+
c1(1−m)2y∗

((1−m)x∗ + k1)k1

)

(x− x∗)2

−
(

k2c2 + (1−m)c2x
∗

((1−m)x∗ + k2)((1−m)x+ k2)

)

µ(y − y∗)2.

It is obvious that the coefficient of (y − y∗)2 is always negative if k1b >
c1(1−m)2y∗

((1−m)x∗+k1)

holds(which leads to m > 1− bk1

a1−bx∗
), then we have dV

dt
< 0 along all the trajectories

in R
2
+ except E∗. Thus the function V (x, y) we constructed satisfies all the properties

of Lyapunov function.

To determine the qualification of the global stability of system (2.1), we have the

following theorem on non existence of limit cycle.

Theorem 2.8. The system does not admit any periodic solution for m > 1− bk1

a1

.

Proof. Let x(t), y(t) be solutions of the system (2.1), then we denote the first equa-

tion of the system to be P (x, y) and the second to be Q(x, y) respectively. We define

a Dulac function B(x, y) = (1−m)x+k1

xy
. Calculating the partial derivatives, we obtain
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∂(BP )

∂x
+

∂(BQ)

x
= a1(1−m)− bk1 − 2b(1−m)

−
[

(1−m)y

(1−m)x+ k1
+

k1y

x[(1−m)x+ k2]

]

for x(t), y(t) ∈ R
2
+, if equation

∂(BP )
∂x

+ ∂(BQ)
x

≤ 0 should be always hold, then it is

obvious that a1(1−m)− bk1 < 0, which leads to

m > 1− bk1
a1

.

Therefore, due to Dulac criterion, system (2.1) has no non-trivial periodic solutions.

Now we can emphasize that, the local stability of the coexist equilibrium E∗(x∗, y∗)

ensures the global asymptotical stability around this point.

3. ANALYSIS OF THE MODEL WHEN τ 6= 0

3.1. Critical value of Hopf bifurcation

In this section, we concern the dynamic behaviour of the model in the presence of

time delay. Particularly, we discuss the stability of the positive equilibrium E∗ and

existence of Hopf bifurcation with time delay τ as a parameter.

For the purpose, letX = x−x∗, Y = y−y∗, we linearize the system (1.2) about the

interior equilibrium solution E∗ = (x∗, y∗) and rewrite the equations to the form(still

denote X and Y as x and y, respectively):











dx

dt
= a11x+ a12y,

dy

dt
= b21x(t− τ) + b22y(t− τ).

(3.1)

where

a11 = −bx∗ +
(1−m)2c1x

∗y∗

[(1−m)x∗ + k1]2
; a12 = − c1(1−m)x∗

(1−m)x∗ + k1
;

b21 =
(1−m)c2y

∗2

[(1−m)x∗ + k2]2
; b22 = − c2y

∗

(1−m)x∗ + k2
.

Then, the Jacobian matrix of system (1.2) for E∗ is

A =

(

a11 a12

b21e
−λτ b22e

−λτ

)

.
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By det(λI −A) = 0, the characteristic equation corresponding to (3.1) is

det

(

λ− a11 −a12

−b21e
−λτ λ− b22e

−λτ

)

= 0,

which leads to the following transcendental equation

λ2 +Aλ+ (Bλ+ C)e−λτ = 0. (3.2)

where A = −a11, B = −b22, C = a11b22 − a12b21.

If τ = 0, then the characteristic equation can be simplify as λ2+(A+B)λ+C = 0,

which had been studied in previous section. And we have, in the absence of time delay,

the system is locally asymptotically stable if a+b > 0 and C > 0 hold simultaneously.

Now we draw attention to the case of τ 6= 0.

In this condition, we assume that λ(τ) = µ(τ) + iω(τ) be an eigenvalue of the

system at E∗. And the stability around the equilibrium will change at Re(λ) = 0.

Therefore, we substituting λ = iω to the characteristic equation (3.2) and obtain:

−ω2 +Aiω + iBωcos(ωτ) + Ccos(ωτ)− iCsin(ωτ) = 0.

Separating the real and imaginary parts, the following equations holds

{

−ω2 +Bω sin(ωτ) + C cos(ωτ) = 0,

Aω +Bω cos(ωτ)− C sin(ωτ) = 0.
(3.3)

Since sin2 ωτ + cos2 ωτ = 1, we get a fourth degree algebraic equation in ω:

ω4 + (A2 +B2)ω2 − C2 = 0. (3.4)

The roots of the equation is given by

ω2 =
−(A2 −B2)±

√

(A2 −B2)2 + 4C2

2
.

Thus, the equation just has one unique positive solution, and we define it as ω2
0 .

Substituting ω2
0 into (3.3) and solving for τ , we obtain

τ0 =
1

ω0
arctan(

AC +Bω2
0

(C −AB)ω0
) +

2pπ

ω0
, p = 0, 1, 2.... (3.5)

Then we need to determine the sign of the derivative of Reλ(τ) at the point τ0,

where λ(τ) is purely imaginary.

Taking the derivative of λ with respect to τ in (3.2), we gain

(2λ+A+Be−λτ )
dλ

dτ
− (Bλ+ C)e−λτ (τ

dλ

dτ
+ λ) = 0.
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Hence

dλ(τ)

dτ
=

λ(Bλ+ C)e−λτ

2λ+A+Be−λτ − τ(Bλ+ C)e−λτ
,

and from (3.2) we also have

e−λτ = −λ2 +Aλ

Bλ+ C
. (3.6)

For convenience, we study (dλ
dτ
)−1 instead of dλ

dτ
, for sign(dReλ

dτ
) = signRe(dλ

dτ
)−1.

Thus, we have

(

dλ

dτ

)−1

=
2λ+A+Be−λτ − τ(Bλ+ C)e−λτ

λ(Bλ+ C)e−λτ
(3.7)

=
Bλ2 + 2Cλ+AC

−λ(λ2 +Aλ)(Bλ+ C)
− τ

λ
. (3.8)

Therefore, substituting λ = iω0 into (3.8) we gain

sign

{

dReλ

dτ

∣

∣

∣

∣

λ=iω0

}

= sign

{

Re

(

dλ

dτ

)−1
∣

∣

∣

∣

∣

λ=iω0

}

= sign

{

1

ω2
0

−2Cω0 + (AC − ω2
0)i

(−C −AB)ω0 + (AC −B)ω2
0i

}

= sign{2C(C +AB)ω2
0 + (AC −Bω2

0)
2}

= sign(2C2ω2
0 +A2C2 +B2ω4

0) = +1.

Which implies that in the case above, there exist only one imaginary root λ = iω0.

Thus only one crossing of imaginary axis is from left to right as τ increase, and the

stability of trivial solution can only be lost and not regained. The zero solution is

asymptotically stable for τ = 0, then it is asymptotically stable for τ < τ0, and

becomes unstable for τ > τ0. Summarize the discussion above,we have following

theorem:

Theorem 3.1. Under the condition that the interior equilibrium E∗ is asymptotically

stable for non-delay system,

(i) for system (1.2), its interior equilibrium is asymptotically stable for τ ∈ [0, τ0);

(ii) system (1.2) undergoes a Hopf bifurcation at the origin when τ = τ0. That is, the

delayed system (1.2) has a branch of periodic solutions bifurcating from the interior

equilibrium near the critical value τ = τ0.
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3.2. Direction and stability of Hopf bifurcation

In previous section, we have investigated that system (1.2) undergoes Hopf bifurca-

tions at delay τ0, and indicate the existence of the periodic solutions in the neighbour-

hood of the interior equilibrium. In this section, we shall determine the direction of

the Hopf bifurcation and stability of the bifurcating periodic solutions of the system

at τ = τ0 by applying the normal theory and the center manifold theorem due to the

methods of Kuznetsov [16].

Now we rewrite the system (1.2) as the form of

dX

dt
= AX + F (X),

where X = (x, y) and A,F respectively be the liner and nonlinear term of the Tailor’s

series expansion to the right hand side of system.

In this regard, let ξ1 = x − x∗, ξ2 = y − y∗, where x∗, y∗ are coordinates of the

equilibrium to the model we considered. We translate the origin of the coordinates

to the equilibrium, then the equations can be written as the form into















.

ξ1 = a11ξ1 + a12ξ2 + a13ξ
2
1 + a14ξ1ξ2 + a15ξ

3
1 = F1(ξ1, ξ2)

.

ξ2 = b21ξ1(t− τ) + b22ξ2(t− τ) + b23ξ
2
1(t− τ) + b24ξ1(t− τ)ξ2

+ b25ξ2(t− τ)ξ1 + b26ξ
2
1(t− τ)ξ2 = F2(ξ1, ξ2)

where a11, ..., a15, b21, ..., b26 are coefficient as follow:

a11 = −bx∗ +
(1−m)2c1x

∗y∗

[(1−m)x∗ + k1]2
;

a12 = − (1−m)c1x
∗

(1−m)x∗ + k1
;

a13 = −bx∗ +
(1−m)2c1y

∗

[(1−m)x∗ + k1]2
− (1−m)3c1x

∗y∗[(1−m)x∗ + k1]

[(1−m)x∗ + k1]4
;

a14 = − c1(1−m)

(1−m)x∗ + k1
;

a15 = − (1−m)3c1y
∗[(1−m)x∗ + k1]

[(1−m)x∗ + k1]4
;

and

b21 =
(1−m)c2y

∗2

[(1−m)x∗ + k2]2
; b22 = − c2y

∗

(1−m)x∗ + k2
;

b23 = − (1−m)2c2y
∗2

[(1−m)x∗ + k2]

[(1−m)x∗ + k2]4
; b24 =

(1−m)c2y
∗

[(1−m)x∗ + k2]2
;

b25 = − c2
(1−m)x∗ + k2

; b26 = − (1−m)2c2y
∗[(1−m)x∗ + k2]

[(1−m)x∗ + k2]4
.
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Thus, the system shall be represented as

.

ξ = Aξ +
1

2
B(ξ, ξ) +

1

6
C(ξ, ξ, ξ) +O(‖ξ‖4), (3.9)

where ξ = (ξ1, ξ2)
T and the matrix A(ω0τ0) takes the form of

A =

(

a11 a12

b21e
−iω0τ0 b22e

−iω0τ0

)

.

Due to the formula from Kuznetsov that the multilinear functions B and C can

be calculated as follow:

Bi(x, y) =

2
∑

j,k=1

∂2Fi(ξ1, ξ2)

∂ξj∂ξk

∣

∣

∣

∣

ω0τ0

xjyk, i = 1, 2,

and

Ci(x, y, z) =

2
∑

j,k,l=1

∂3Fi(ξ1, ξ2)

∂ξj∂ξk∂ξl

∣

∣

∣

∣

ω0τ0

xjykzl, i = 1, 2.

Now using the formula above, we can easily get the function B,C take on the planar

vectors ξ = (ξ1, ξ2)
T , η = (η1, η2)

T , ζ = (ζ1, ζ2)
T the values

B(ξ, η) =

(

2a13ξ1η1 + a14(ξ1η2 + ξ2η1)

2b23e
−2iω0τ0ξ1η1 + b24e

−iω0τ0(ξ1η2 + ξ2η1) + b25e
−iω0τ0ξ2η2

)

,

and in the same way we have

C(ξ, η, ζ) =

(

6a15ξ1η1ζ1

2b26e
−2iω0τ0ξ1η1ζ2

)

.

Next we determine the eigenvector q of A associated to the eigenvalue iω0τ0 and

the eigenvector p of AT associated to the eigenvalue −iω0τ0.

From the discussion above, we have

Aq = iω0τ0q.

Let the vector q takes the form of (1, ρ)T

i.e.,
(

iω0τ0 − a11 −a12

−b21e
−iω0τ0 iω0τ0 − b22e

−iω0τ0

)(

1

ρ

)

=

(

0

0

)

,

then we get ρ = −a11−iω0τ0
a12

thus we have

q ∼
(

1

−a11−iω0τ0
a12

)

.
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Similarly, from that p is the eigenvector of AT we obtain

AT p = −iω0τ0p,

let vector p takes the form of (1, σ)T

i.e.,
(

a11 + iω0τ0 b21e
−iω0τ0

a12 b22e
−iω0τ0 + iω0τ0

)(

1

σ

)

=

(

0

0

)

.

Hence we have σ = − (a11+iω0τ0)e
iω0τ0

b21
,

p ∼
(

1

− (a11+iω0τ0)e
iω0τ0

b21

)

.

By the necessary normalization 〈p, q〉 = 1, where 〈p, q〉 = p̄1q1 + p̄2q2 so we take

k =
a12b21

a12b21 + [a211 − ω2
0τ

2
0 − 2a11ω0τ0i]eiω0τ0

,

then, p, q are proper eigenvectors we need, where

p = k

(

1

−a11+iω0τ0e
iω0τ0

b21

)

; q =

(

1

−a11−iω0τ0
a12

)

.

Then, any vector ξ ∈ R
2 can be uniquely represented for any small τ as ξ = zq+zq.

Let z(t) = 〈p, ξ〉, for

〈p, q〉 = 〈p, 1
λ
Aq〉 = 1

λ
〈p, λq〉 = 1

λ
〈λp, q〉 = 1

λ
〈AT p, q〉 = 1

λ
〈p, q〉.

We have

(1− λ

λ
)〈p, q〉 = 0.

But λ 6= λ because for all sufficient small |z| we have ω(τ) 6= 0, thus, the only

possibility is 〈p, q〉 = 0. Hence, complex variable z obviously satisfies

ż(t) = 〈p, ξ̇〉 = 〈p,A(ξ) + F (ξ)〉 = 〈p,A(zq + zq)〉+ 〈p,A(zq + zq)〉
= iω0τ0z + 〈p,A(zq + zq)〉.

We rewrite this equation as

ż(t) = iω0τ0z + g(z, z), (3.10)

where

g(z, z) = 〈p,A(zq + zq)〉
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= g20
z2

2
+ g11zz + g02

z2

2
+ g21

z2z

2
+ · · · .

Now use the Lemma 3.6 from [16], we make an invertible parameter-dependent

change of complex coordinate

z = w +
h20

2
w2 + h11ww +

h02

2
w2 +

h30

6
w3 +

h12

2
ww2 +

h03

6
w3.

Then, for all sufficiently small τ , equation (3.10) can be simplify into the form of with

only the resonant cubic term:

ẇ = iω0τ0w + c1(0)w
2w +O(|w|4).

Comparing the coefficients of the quadratic terms in expressions for ż in front of the

w|w|2-term leads to

c1(0) =
i

2τ0ω0
(g20g11 − 2|g11|2 −

1

3
|g02|2) +

g21
2

.

Next,comparing the quadratic and cubic terms of Taylor series in g(z, z),for

B(zq + zq, zq + zq) = z2B(q, q) + 2zzB(q, q) + z2B(q, q),

we can compute the coefficients by formula below:

g20 = 〈p,B(q, q)〉, g11 = 〈p,B(q, q̄)〉, g02 = 〈p,B(q̄, q̄)〉,

and by the same way of calculations to C we have

g21 = 〈p, C(q, q, q̄)〉.

Using them we get the following quantities

c1(0) =
i

2τ0ω0
(g20g11 − 2|g11|2 −

1

3
|g02|2) +

g21
2

,

from the expression of c1(0), it is easy to compute the value of µ2, β2 and t2 as follow:

µ2 = − Re{c1(0)}
Re{λ′(τ0)}

,

β2 = 2Re{c1(0)},

t2 = −Im{c1(0)}+ µ2Im{λ′

(τ0)}
τ0ω0

.

Then, due to Hassard’s book [10], we state the following theorem:
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Theorem 3.2. 1. µ = 0 is Hopf bifurcation value of the system;

2. The sign of µ2 determined the direction of Hopf bifurcation:if µ2 > 0(µ2 <

0),then the Hopf bifurcation is supercritical(subcritical) and the bifurcating pe-

riodic solution exist for τ > τ0(τ < τ0);

3. β2 determines the stability of the bifurcating periodic solution:the bifurcating

periodic solution is stable (unstable) if β2 < 0(β2 > 0);

4. t2 determines the period of the bifurcating periodic solution:the period increase

(decrease) if t2 > 0(t2 < 0).

4. NUMERICAL ANALYSIS AND SIMULATIONS

In this section, we perform numerical computations to validate our analytical findings

and stability results obtained in previous section. We show the dynamic property of

the system by using different sets of parametric values in both delayed and non-delayed

system. Corresponding to the non-delayed system (2.1), we consider the following two

sets of parametric values:

a1 = 2, b = 0.023, c1 = 5, k1 = 60, a2 = 0.5, c2 = 0.5, k2 = 40, (4.1)

and

a1 = 2, b = 0.002, c1 = 5, k1 = 60, a2 = 0.5, c2 = 0.5, k2 = 40. (4.2)

For the parametric values given in (4.1), we firstly consider the existence of the

interior equilibrium with respect to refuge parameter m and choose m = 0.5, then

these lead x∗ = 11.3595, y∗ = 45.6798 and the interior equilibrium clearly exist under

the condition that m > 1 − a1c2k1

a2c1k2

= 0.4. For this set of parameter values with

m = 0.5, it is obvious that the interior equilibrium is also global asymptotically

stable for m > 1 − bk1

a1

= 0.31 in which it must be hold that the sufficient condition

of asymptotically stability is satisfied. Fig(1) depicts clearly the global stability and

existence of the interior equilibrium E∗(x∗, y∗) under the constructed parameter sets

(4.1) with m = 0.5. Fig(2) shows when we choose m = 0.4 under parameter set

(4.1), there is no coexist equilibrium of system (2.1) and E2 = (0, 40) becomes an

asymptotically stable point.

Then we illustrate the behaviour of the model with respect to the existence of

limit cycle. Consider the values of parameter set (4.2) where a1 = 2, b = 0.002, c1 =

5, k1 = 60, a2 = 0.5, c2 = 0.5 and k2 = 40 with m = 0.5. Numerical computation

shows that the interior equilibrium E∗ exist but it may not be global stable for
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(a) (b)

Figure 1: Simulating solution of system (3) for parameter set (19) with m=0.5

and initial values (1,1). (a) The trajectories of prey and predator densities

versus time. (b) The phase portrait shows the stability of E∗ for given

parameters.

Table 1: The equilibria of the non-delay system with respect to the parameter

m.

Parameters E1 E2 E∗

m < 1− a1c2k1

a2c1k2

unstable stable does not exist

m > 1− a1c2k1

a2c1k2

unstable unstable exist

m > 1− bk1

a1

unstable unstable asymptotic stable

m < 1 − bk1

a1

= 0.94 and m > 1 − a1c2k1

a2c1k2

= 0.4. Fig(3) shows there is a periodic

solution around the equilibrium and the solution oscillates with initial values (1, 1).

Next we consider the system incorporating time delays. We make the first delayed

set of parametric values based on the set (19) constructed previous, which we add

delay τ = 1.9 in to it: a1 = 2, b = 0.023, c1 = 5, k1 = 60, a2 = 0.5, c2 = 0.5, k2 = 40

and τ = 1.9. From the calculation before we know that the positive equilibrium

E∗(11.3595, 45.6798) is global asymptotically stable when m > 0.4. This time we

still choose m = 0.5 to investigate the effort of delay and compute from (13), we

have the critical value of delay is τ0 = 2.1895. Fig(4) shows that for the given

parametric values (19) and m = 0.5, the system is still asymptotically stable around

E∗(11.3595, 45.6798) but with a clear oscillation than that of non-delayed case, for

τ = 1.9 < τ0.

From computing the critical value of the Hopf bifurcation, we then construct

another parameter set: a1 = 2, b = 0.023, c1 = 5, k1 = 60, a2 = 0.5, c2 = 0.5, k2 =
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(a) (b)

Figure 2: Simulating solution of system (3) for parameter set (19) with m=0.4

and initial values (1,1). (a) The trajectories of prey and predator densities

versus time. (b) The phase portrait shows the stability of E2 for given pa-

rameters.

(a) (b)

Figure 3: Simulating solution of system (3) for parameter set (19) with m=0.5

and initial values (1,1). (a) The trajectories of prey and predator densities

versus time. (b) The phase portrait shows the periodic solution corresponding

to set (20) around the coexist equilibrium E∗ .

40,m = 0.5 and τ = 2.2. The Fig(5) shows that for a more bigger time delay

τ = 2.2 > τ0, the interior equilibrium lost the stability and the system exhibit a

periodic solution around E∗.

For the delayed system we make the effort of prey refuge more powerful and

construct a new set of parameters: a1 = 2, b = 0.023, c1 = 5, k1 = 60, a2 = 0.5, c2 =

0.5, k2 = 40,m = 0.8 and τ = 2.2. Fig(6) show that for a delayed system the

parameter m has a stabilize effort on the system. The limit cycle degenerates and the

model again becomes stable around to its equilibrium solution E∗(55.7015, 51.1403).
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(a) (b)

Figure 4: Simulating solution of system (2) for m=0.5 and τ = 1.9: E∗ is

still asymptotically stable for τ < τ0 = 2.1895. (a) The trajectories of prey

and predator densities versus time with initial values (1,1). (b) The phase

portrait.

(a) (b)

Figure 5: Simulating solution of system (2) for m=0.5 and τ = 2.2: there is a

stable periodic solutions near E∗. (a) The trajectories of prey and predator

densities versus time with initial values (1,1). (b) The phase portrait.

5. CONCLUDING REMARKS

For more species are currently threatened with extinction and ecological system be-

comes fragile and nearly collapse in some regions due to deforest or environmental

pollution, sustainable development of ecosystem and species conservation come to be

a more attracting field of ecology research. That motivates the establishment of some

protected areas for species. The establishment of reserve for species in danger may

decrease the interactions among them, which makes a small proportion of prey species

could survive from predation for refuge available.

Based on this idea, our present paper deals with a prey-predator interacting system

incorporating a refuge to prey. For non-delayed model we analysis the local stability
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(a) (b)

Figure 6: Simulating solution of system (2) for m=0.8 and τ = 2.2: E∗

becomes asymptotically stable with a more bigger m for its stabilize effort to

system. (a) The trajectories of prey and predator densities versus time with

initial values (1,1). (b) The phase portrait.

of every equilibria and show the fact that prey reserve plays no role in determining the

stability of the trivial solution E0 and E1, but a positive role in the case of stability of

coexist solution E∗. We proved that the existence of E∗ is contradict to the stability

of E2, and prey reserve has positive influence on the global asymptotically stable of

the interior equilibrium as m > 1 − bk1

a1

. And the numerical simulation verifies the

existence of periodic solution when the refuge can reserve enough number of prey.

The time delay is considered in the predators function to represent its gestation

delay for making the model more realistic. The interior equilibrium of non-delay

system is asymptotically stable under some parametric restrictions and the system

experiences Hopf-bifurcation when the delay parameters τ attains a particular critical

value τ0. When the time delay does not big enough, the populations of both species

oscillate in finite time. But in the case of the system with a long time delay, the

equilibrium will lost its stability and a limit cycle emerge. Then we show that the

parameter of refuge m also has a stabilizing effect to delayed system.
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