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ABSTRACT. Let {τ1, τ2, . . . , τK} be a collection of nonsingular maps on [0, 1] into [0, 1] and

{p1, p2, . . . , pK} be a set of probabilities on [0, 1]. We consider a class of random maps T =

{τ1, τ2, . . . , τK ; p1, p2, . . . , pK} and we prove the existence of an absolutely continuous invariant mea-

sure µ of T with density f∗. Based on least squares approximations, a piecewise linear approximation

method for f∗ is developed and a proof of weak convergence of the piecewise linear method is pre-

sented. Moreover, we present numerical examples.
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1. Introduction

A random dynamical system is a measure-theoretic formulation of a dynamical

system with an element of randomness. A random dynamical system of special in-

terest is a random map consisting of a number of dynamical systems from a set into

itself where the process switches from one dynamical system to another according to

fixed probabilities [13, 9] or, more generally, position dependent probabilities [7, 8].

The existence and properties of invariant measures for random maps reflect their

long time behavior and play an important role in understanding their chaotic nature.

Random maps have application in the study of fractals [1], in modeling interference

effects in quantum mechanics [3], in computing metric entropy [16], and in forecast-

ing the financial markets [15, 14]. Invariant measures [2, 7, 11] of dynamical systems

and random maps reflect their long time behavior and play an important role in

understanding their chaotic nature.

The Frobenius–Perron operator is one of the main tools for establishing the ex-

istence of invariant measures for dynamical systems [17, 12]. Fixed points of the

Frobenius–Perron operator [13] of random maps are the invariant densities of ab-

solutely continuous invariant measure (acim) for the system. The Frobenius–Perron
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equation of a random map is a functional equation and it is difficult to solve this equa-

tion except for some simple cases [7, 10]. Thus it is important to approximate the F–P

operator by a finite dimensional matrix operator [7, 6, 4]. In this paper we consider a

class of random maps T and prove that T preserves an absolutely continuous invari-

ant measure µ with density f ∗. Based on least squares approximations, a piecewise

linear approximation method for f ∗ is developed and a proof of weak convergence of

the piecewise linear method is presented. Our piecewise linear approximation method

for random maps is a generalization of the piecewise linear approximation method of

single maps described in [5]. We present numerical examples.

In Section 2 we present the notation and summarize results we shall need in the

sequel. In Section 3, we present the proof of existence of absolutely continuous in-

variant measures for a class of random maps. Based on least squares approximations,

we describe a piecewise linear approximation for random maps with constant proba-

bilities in Section 4. We present a proof of the weak convergence of our method. We

present numerical examples in Section 5.

2. Random maps, Frobenius-Perron operator and invariant measure.

Let (I = [0, 1],B, λ) be a measure space, λ be the usual Lebesgue measure and

τk : I → I, k = 1, 2, . . . , K be piecewise one-to-one and differentiable, nonsingular

transformations on a common partition J = {J1, J2, . . . , JN} of I. For 1 ≤ p < ∞,

let Lp(0, 1) be the Banach space of all real functions f defined on [0, 1] such that

the functions |f |p is Lebesgue integrable with the Lp-norm ‖ f ‖p=
(

∫ 1

0
|f |pdλ

)
1
p

for f ∈ Lp(0, 1). For L2(0, 1) ⊂ L1(0, 1) and L1(0, 1) we consider the inner product

〈f, g〉 =
∫ 1

0
f(x)g(x). A random map T with constant probabilities is defined as

T = {τ1, τ2, . . . , τK ; p1, p2, . . . , pK},

where {p1, p2, . . . , pK} is a set of constant probabilities on I. For any x ∈ X, T (x) =

τk(x) with probability pk and, for any non-negative integer N , TN(x) = τkN
◦ τkN−1

◦

. . . ◦ τk1
(x) with probability ΠN

j=1pkj
. A measure µ is T−invariant if and only if it

satisfies the following condition [13]:

(2.1) µ(E) =

K
∑

k=1

pkµ(τ−1
k (E)),

for any E ∈ B. The Frobenius-Perron operator of T is given by [13]:

(2.2) PT f(x) =

K
∑

k=1

pk(Pτk
f)(x),

where Pτk
is the Frobenius-Perron operator associated with the transformation τk.

The properties of PT resemble the properties of the traditional Frobenius-Perron

operator Pτk
[2].



LEAST SQUARES APPROXIMATIONS OF INVARIANT MEASURES 131

3. Existence of absolutely continuous invariant measures for a class of

random maps

Consider a random map T = {τ1, τ2, . . . , τK ; p1, p2, . . . , pK} on I = [0, 1] with

constant probabilities p1, p2, . . . , pK and assume that the Frobenius-Perron operator

operator PT : L1(0, 1) → L1(0, 1) satisfies the following condition

Condition (A): PT f ∈ L2(0, 1), for all f ∈ L2(0, 1) and there exists constants α < 1

and β such that

(3.1) ‖ PTf ‖2 ≤ α ‖ f ‖2 +β ‖ f ‖1 .

Lemma 3.1 ([4]). Let (X,B, m) be a measure space. Then any bounded subset B of

L2(X) is weakly precompact in L2(X). If m(X) < ∞ then B is weakly precompact in

L1(X).

Theorem 3.2. Let T = {τ1, τ2, . . . , τK ; p1, p2, . . . , pK} be a random map satisfying

the above condition (Condition A). Then there is a fixed point f ∗ ∈ L2(0, 1) of the

Frobenius-Perron operator PT .

Proof. The proof follows from the standard techniques in [4] (see Theorem 2.1).

4. Piecewise linear least squares approximations of invariant measures

for random maps

In this section we consider least squares approximations techniques [5] of inte-

grable functions and describe a method for the approximation of the fixed point of the

Frobenius–Perron operator for random maps with constant probabilities. We closely

follow [5] and generalize the piecewise linear least squares approximation scheme in

[5] for a single map to a piecewise least squares scheme for random maps with con-

stant probabilities. Let T = {τ1, τ2, . . . , τK ; p1(x), p2(x), . . . , pK(x)} be a random map

satisfying conditions of Theorem 3.2. Hence by Theorem 3.2, the random map T has

an absolutely continuous invariant measure µ with respect to Lebesgue measure λ.

The invariant density f ∗ ∈ L2(0, 1) of µ is the fixed point of the Frobenius-Perron

operator PT .

Let P(n) = {I1, I2, . . . , In} be a partition of I = [0, 1] where Ii = [xi, xi+1], i =

0, 1, 2, . . . n of equal length h = 1
n

and xi = ih. Let ∆n be the vector space of

continuous piecewise linear functions with respect to partition P(n) = {I1, I2, . . . , In}.

It is easy to show that ∆n is a n + 1 dimensional subspace of L2(0, 1) ⊂ L1(0, 1) with

the above nodes and the following canonical basis:

(4.1) φi(x) = g

(

x − xi

h

)

, i = 0, 1, 2, . . . , n,
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where the function g : R → [0, 1] is defined by

(4.2) g(x) =











1 + x, −1 ≤ x ≤ 0,

1 − x, 0 ≤ x ≤ 1,

0, x /∈ [−1, 1].

The canonical basis {φi}
n
i=0 has the following properties

• φi(xi) = 1 and φi(xj) = 0 for j 6= i;

• ‖ φi ‖=
1
n

for i = 1, 2, . . . n − 1, ‖ φ0 ‖=‖ φn ‖= 1
2n

;

• φi ≥ 0 for i = 0, 1, 2, . . . , n and
∑n

i=0 φi(x) = 1;

• Suppose that f ∈ ∆n. Then

f =
n
∑

i=0

αiφi(x) if and only if f(xi) = αi for i = 0, 1, 2, . . . , n.

For each n ≥ 0, let Qn : L1([0, 1]) → ∆n be an operator satisfying

(4.3) 〈Qnf, φi〉 = 〈f, φi〉, i = 0, 1, . . . , n.

The coefficients of the linear combination Qnf =
∑n

j=0 cjφj can be uniquely deter-

mined by solving

(4.4)

n
∑

j=0

cj〈φj, φi〉 = 〈f, φi〉, i = 0, 1, . . . , n.

We assume that the random map T = {τ1, τ2, . . . , τK ; p1, p2, . . . , pK} satisfies condi-

tions in Theorem 3.2. Then T preserves an absolutely continuous invariant measure µ

with density f ∗ ∈ L2(0, 1). Note that the Frobenius-Perron operator for the random

map T is given by

(PT f)(x) =

K
∑

k=1

pk (Pτk
(f)) (x).

The density f ∗ is the unique solution of the Frobenius-Perron equation

(4.5) PT f = f, f ∈ L2(0, 1).

Let Pn : L1([0, 1]) → ∆n be an operator defined by

(4.6) Pnf = Qn ◦ PT f,

where Qn is the least square operator defined in (4.3). For our piecewise linear least

square approximation method we are interested in finding a finite dimensional ap-

proximation operator Pn of the Frobenius-Perron operator PT to solve the discretized

operator equation

(4.7) Pnf = f, f ∈ ∆n

The equation (4.7) is equivalent to the following system of equations

(4.8) 〈QnPT f, φi〉 = 〈f, φi〉, i = 0, 1, . . . , n,
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for f ∈ ∆n. Since

(4.9) 〈QnPT f, φi〉 = 〈PT f, φi〉, i = 0, 1, . . . , n

equations in (4.8) become

(4.10) 〈PTf, φi〉 = 〈f, φi〉, i = 0, 1, . . . , n,

for f ∈ ∆n. Let f(x) =
∑n

j=0 vjφj(x). Then (4.10) can be written as

(4.11)
n
∑

j=0

vj〈φj, φi〉 =

n
∑

j=0

vj〈PTφj , φi〉 =

K
∑

k=1

pk

n
∑

j=0

vj〈Pτk
φj, φi〉, i, j = 0, 1, . . . , n,

For each k = 1, 2, . . .K, let Ak = (ak,ij) be the n + 1 × n + 1 matrix defined by

ak,ij = pk〈Pτk
φj , φi〉, i, j = 0, 1, . . . , n. Moreover, let B = (bij) be the n + 1 × n + 1

matrix defined by

bij = 〈φj, φi〉, i, j = 0, 1, . . . , n

and A = (a∗

ij) =
∑K

k=1 Ak. The linear algebraic system in (4.11) can be written as

(4.12) (A − B)v = 0, v = (v0, v1, . . . , vn)′ ∈ R
n+1.

It is well known that the Koopman operator Kτk
[2] of τk is the adjoint operator of

the Frobenius-Perron operator Pτk
. Thus, for each k = 1, 2, . . .K,

ak,ij = pk〈Pτk
φj, φi〉 = pk

∫

supp φj

ei(τk(x))φj(x)dλ(x), i, j = 0, 1, . . . , n.

Lemma 4.1. The equation (4.12) has a nonzero solution v = (v0, v1, . . . , vn)′ ∈ R
n+1.
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Proof.

n
∑

i=0

a∗

ij =

n
∑

i=0

(

K
∑

k=1

aij

)

=

n
∑

i=0

(

K
∑

k=1

pk〈Pτk
φj , φi〉

)

=

K
∑

k=1

pk〈Pτk
φj,

n
∑

i=0

φi〉

=

K
∑

k=1

pk〈φj, 1〉

= 〈φj, 1〉

K
∑

k=1

pk

= 〈φj, 1〉

= 〈φj,
n
∑

i=0

φi〉

=
n
∑

i=0

〈φj, φi〉

=
n
∑

i=0

bij

Therefore, the vector (1, 1, . . . , 1) is a left eigenvector of A − B corresponding to the

eigenvalue 0. Thus, there is a right eigenvector v corresponding the same eigenvalue

0.

Lemma 4.1 ensures that for any n, there is a nonzero function fn ∈ ∆n. Let v∗

be the normalized vector of v such that

(4.13) fn =

n
∑

i=0

v∗

i φi(x)

has L1 norm ‖ fn ‖1= 1.

Theorem 4.2. Let T be a random map satisfying conditions of Theorem 3.2 and f ∗

be a unique fixed point of PT . For each nonnegative integer n, let fn ∈ ∆n be a fixed

point of the operator Pn and ‖ fn ‖1= 1. Then, limn→∞ fn = f ∗ weakly.

Proof. For each nonnegative integer n, Qn : L2(0, 1) → L2(0, 1) is an orthogonal

projection and it is easy the check that ‖ Qn ‖2= 1. By the definition of Pn, it is

easy to show that the operators Pn satisfies inequalities similar to (3.1) with the same

constants. The Theorem follows by standard technique in [5] (see Theorem 3.1).
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5. Examples

In this section, we consider a random maps with constant probabilities where

the actual invariant density f ∗ of absolutely continuous measure of random maps are

known. We present the L1 norm ‖ fn − f ∗ ‖ of the difference of the actual density f ∗

and approximate density fn.

Example 5.1. Consider the random map T = {τ1(x), τ2(x); p1, p2} where τ1, τ2 :

[0, 1] → [0, 1] are defined by

τ1(x) =















4x, 0 ≤ x < 1
4
,

2 − 4x, 1
4
≤ x < 1

2
,

4x − 2, 1
2
≤ x < 3

4
,

4 − 4x, 3
4
≤ x ≤ 1.

τ2(x) =















3x + 1
4
, 0 ≤ x < 1

4
,

3x − 3
4
, 1

4
≤ x < 1

2
,

−3x + 9
4
, 1

2
≤ x < 3

4
,

−3x + 13
4
, 3

4
≤ x ≤ 1.

and p1, p2 : [0, 1] → [0, 1] defined by p1(x) = 1
2

and p2(x) = 1 − p1(x). τ1 and τ2 are

piecewise linear and Markov transformations. It can be easily check that the random

map T satisfies conditions of Theorem 3.2 and thus T has an invariant density f ∗.

In fact, f ∗ =
[

8
9
, 7

6
, 7

6
, 7

9

]

is the normalized invariant density of T . The L1-norm

‖ fn − f ∗ ‖1 is measures to estimate the convergence of the piecewise least square

approximate density fn to the actual density f ∗.

Number of intervals ‖ fn − f ∗ ‖1

8 5.2164005690616× 10−2

16 3.1612758612959× 10−2

32 1.7428820839961× 10−2

64 8.9988737246294× 10−3

.

Example 5.2. Consider the random map T = {τ1(x), τ2(x); p1, p2} where τ1, τ2 :

[0, 1] → [0, 1] are defined by

τ1(x) =

{

2x, 0 ≤ x ≤ 1
2
,

x, 1
2

< x ≤ 1.

τ2(x) =

{

x + 1
2
, 0 ≤ x ≤ 1

2
,

2x − 1, 1
2

< x ≤ 1

and p1, p2 : [0, 1] → [0, 1] defined by p1(x) = 1
2

and p2(x) = 1 − p1(x). τ1 and τ2 are

piecewise linear and Markov transformations. It can be easily check that the random

map T satisfies conditions of Theorem 3.2 and thus T has an invariant density f ∗. In

fact, f ∗ =
[

1
2
, 3

2

]

is the normalized invariant density of T . The L1-norm ‖ fn − f ∗ ‖1

is measures to estimate the convergence of the piecewise least square approximate

density fn to the actual density f ∗.
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Number of intervals ‖ fn − f ∗ ‖1

8 1.7427239880681× 10−1

16 1.0616413091152× 10−1

32 6.2294654693028× 10−2

64 3.5702810209757× 10−2

.

Remark 5.3. In the above examples, we have considered simple random maps where

the actual densities of these random maps are known. However, our method can be

applied to more general random maps satisfying conditions of Theorem 3.2 where the

invariant density f ∗ is not necessarily of function of bounded variation.
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[2] Boyarsky, A. and Góra, P., Laws of Chaos : invariant measures and dynamical systems in one

dimension Birkhauser, 1997.
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