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ABSTRACT. It is a natural fact that the insect population have two major life stages, immature

and mature. Therefore in this paper, a stage-structured three species crop-pest-natural enemy food

chain model concerning impulsive technique is used to control the pest population at a desired level.

The model is analyzed into two parts. In first part, the model is studied without impulsive effect and

a set of sufficient conditions for local asymptotic stability of all the feasible equilibria is obtained.

Moreover, using approach as in [6], the possibility of the existence of a Hopf bifurcation for the

interior equilibrium with respect to maturation delay is explored. Also obtain some threshold values

of maturation delay for the stability-switching of the particular system. In succession, using the

normal form theory and center manifold argument, we derive the explicit formulas which determine

the stability and direction of bifurcating periodic solutions. In second part, the model is studied

with impulsive effects and some sufficient conditions are obtained for extinction of pest populations.

Finally, numerical simulations in supporting of theoretical findings are explored.
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1. Introduction

We know that pest is a harmful insect and its outbreak often cause serious eco-

logical and economic problems for the society [18, 26]. However, many pest control

methods are available, such as biological, cultural, physical and chemical [11, 24, 25],

but the farmers mostly use pesticides to control pests because of its efficiency and

convenience. The pesticide kills not only pests but also their natural enemies. The

common practice proves that long-term adopting chemical control may give rise to

disastrous results, for example: environmental contamination, toxicosis of the man

and animals and so on [8, 10]. On the other hand, the biological control is harmless to
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the human, animals and environment. It is generally used to control a particular pest

using a chosen living organism; this chosen organism might be a predator, parasite

or disease which attacks on the harmful insect pest.

In the last few years the researchers have increased their interests in the study

of biological pests control using prey-predator interaction because the well transfor-

mation of these problems into mathematical form by impulsive differential equations

[16, 20, 17]. Moreover, the effective use of biological control is often require a good

understanding of the biology of natural enemies life-stages, which are particularly

easy to recognize, being separated by short events such as eggs, moult or pupation.

Many researchers studied stage-structured models before 1990 [4, 5, 27], but the real

interest comes into picture on the stage structured models after the work of Aiello and

Freedman [1]. They proposed a single species model with stage structure assuming

an average age to maturity (i.e., as a constant time delay) which reflecting a delayed

birth of immature and a reduced survival of immature to their maturity. The model

is as follows:

(1.1)

dx(t)

dt
= βy(t) − rx(t) − βe−rτy(t− τ),

dy(t)

dt
= βe−rτy(t− τ) − ηy2(t),

where x(t) and y(t) represent the immature and mature populations densities, re-

spectively. Here, it is assumed that at any time t > 0, growth rate of immature

population is proportional to the existing mature population with proportionality

constant β; the death rate of immature population is r; the death rate of mature

population is proportional to the square of the population with the proportionality

constant η. The term βe−rτy(t− τ) represents the immature who were born at time

t− τ and survive at time t, therefore it represents the transformation of immature to

mature, where τ represent a constant time to maturity. All the parameters τ , β, r

and η are positive constants.

Further, the single species model (1.1) is extended by many researchers into

different kinds of stage-structured models and obtained significant results [2, 21].

Recently, many authors studied different kinds of predator-prey system with division

of the predators into immature and mature class and a good number of research

has been carried out [28, 12, 15, 23]. One interested model is suggested by Satio

and Takeuchi [23]. They considered two life stages for predator and proposed the

following predator-prey model:

(1.2)

ẋ(t) = x(t) (r1 − a11x(t) − a13y(t)) ,

Ẏ (t) = −r2Y (t) + a31x(t)y(t) − a31e
−r2τx(t− τ)y(t− τ),

ẏ(t) = −r3y
2(t) + a31e

−r2τx(t− τ)y(t− τ),
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where x(t) is population density of prey, Y (t) and y(t) denote the densities of im-

mature and mature predator population, respectively; τ represent a constant time to

maturity for predator; a13 is the per capita rate of predation; a31 is the conversion

rate and all other parameters have the similar meaning as in (1.1).

Furthermore, three species food chain models are investigated by many researchers,

but they ignored the stage structure phenomena of species and impulsive releasing

of natural enemy population, which is the new interesting idea for effectively pest

control. Therefore, the aim of this paper is to study a crop-pest-natural enemy model

with two life stages of natural enemy concerning the biological control method with

impulsive strategy. The paper is organized as follows: in section 2, models develop-

ment are discussed. The preliminaries and boundedness are given in 3. The analysis

of model without impulsive effect is carried out in section 4 and all the feasible equilib-

ria with their local stability behavior are studied in 4.1. The stability and direction of

Hopf bifurcation is analyzed in 4.2. Further, in section 5, the impulsive model is ana-

lyzed. Finally, a set of numerical simulations is given to verify all the major analytical

findings in 6 and then conclusions for this paper are given in the last section.

2. Proposed Mathematical Model

In this section, our main aim is to propose a mathematical model for the in-

teraction of plant-pest-natural enemy. Since plant-hoppers are serious pests for the

rice crops and these are suppressed by Lycosa tarantula and other spiders, it is well

documented in a report of the Indian Council of Agricultural Research (ICAR) [7].

The tarantula species has two major life stages, namely, immature and mature; only

mature population can harvest the pest and reproduce a new offspring. In modelling

process, we assume that x(t), y(t), z1(t) and z2(t) are densities of crop, pest, imma-

ture and mature natural enemy at time t, respectively. The parameters a1, b1 are

respectively the intrinsic growth rate and overcrowding rate of crops; c1, α1 are per

capita predation rate of crop by the pest and the corresponding growth rate of pest,

respectively. The parameters c2 is per capita predation rate of pest by the natu-

ral enemy and α2 is the corresponding growth rate of mature natural enemy. Here,

d1, d2, d3 are the natural death rates of pests, immature and mature natural enemies,

respectively. Further, τ is the maturation delay from immature to mature natural

enemies, the term α2e
−d2τy(t− τ)z2(t− τ) represents the transformation of immature

to mature population. Keeping this biological situation in mind and motivated from

the modelling ideas of [1, 23], in this paper, we propose following two types of three

species stage structured crop-pest-natural enemy models:
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2.1. Model without impulsive effect.

(2.1)

dx(t)

dt
= x(t) (a1 − b1x(t) − c1y(t)) ,

dy(t)

dt
= y(t) (α1x(t) − d1 − c2z2(t)) ,

dz1(t)

dt
= α2y(t)z2(t) − d2z1(t) − α2e

−d2τy(t− τ)z2(t− τ),

dz2(t)

dt
= α2e

−d2τy(t− τ)z2(t− τ) − d3z2(t),

The model completes with the following set of initial conditions:

(2.2)
x(θ) = φ1(θ), y(θ) = φ2(θ), z1(θ) = ψ1(θ),

z2(θ) = ψ2(θ), φi(0) > 0, ψi(0) > 0, θ ∈ [−τ, 0], i = 1, 2,

where (φ1, φ2, ψ1, ψ2) ∈ C
(
[−τ, 0], R4

+

)
, the Banach space of continuous functions

mapping on the interval [−τ, 0] into R4
+. For continuity of the initial conditions, we

further require

(2.3) ψ1(0) =

∫ 0

−τ

α2φ2(s)ψ2(s)e
d2sds,

where ψ1(0) represents the accumulated survivors of those natural enemy members

who were born between −τ and 0.

2.2. Model with impulsive effect.

(2.4)






dx(t)

dt
= x(t) (a1 − b1x(t) − c1y(t)) ,

dy(t)

dt
= y(t) (α1x(t) − d1 − c2z2(t)) ,

dz1(t)

dt
= α2y(t)z2(t) − d2z1(t) − α2e

−d2τy(t− τ)z2(t− τ),

dz2(t)

dt
= α2e

−d2τy(t− τ)z2(t− τ) − d3z2(t),





t 6= nT,

∆x(t) = 0,

∆y(t) = 0,

∆z1(t) = pr,

∆z2(t) = 0,





t = nT, n = 1, 2, . . . .

Here T is period of pulsing and pr represents the pulse releasing amount of immature

natural enemies.
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3. Preliminaries and Boundedness

Assume X(t) = (x(t), y1(t), y2(t), z(t))
T is the solution of (2.4), which is a piece-

wise continuous function X : R+ → R4
+. Again, X(t) is continuous in the interval

(nT, (n + 1)T ], n ∈ Z+ and X(nT+) = lim
t→nT+

X(t) exists. The global existence and

uniqueness of solution of system (2.4) are guaranteed by the smoothness properties

similar as in [3, 22].

Now we will reproduce and establish some lemmas before going to the main

results.

Lemma 3.1 ([19]). Consider the following delay equation

dx(t)

dt
= a1x(t− τ) − a2x(t),

where a1, a2, τ > 0; x(t) > 0 for −τ ≤ t ≤ 0. If a1 < a2, we have limt→∞ x(t) = 0.

Lemma 3.2 ([22]). Let the function m ∈ PC ′[R+, R] and m(t) be left-continuous at

tk, k = 1, 2, . . . , satisfies the inequalities

(3.1)

{
m′(t) ≤ p(t)m(t) + q(t), t ≥ t0, t 6= tk,

m(t+k ) ≤ dkm(tk) + bk, t = tk, k = 1, 2, . . . ,

where p, q ∈ PC[R+, R] and dk ≥ 0, bk are constants, then

m(t) ≤ m(t0)
∏

t0<tk<t

dk exp

(∫ t

t0

p(s)ds

)

+
∑

t0<tk<t




∏

tk<tj<t

dj exp

(∫ t

tk

p(s)ds

)
 bk

+

∫ t

t0

∏

s<tk<t

dk exp

(∫ t

s

p(σ)dσ

)
q(s)ds, t ≥ t0.

(3.2)

If all the directions of the inequalities in (3.1) are reversed, then (3.2) holds true for

the reversed inequality.

Since boundedness implies a natural restriction, therefore, we can state and prove

the following lemma:

Lemma 3.3. The solutions of the system (2.1) and (2.4) with initial conditions (2.2)

and (2.3) are bounded.

Proof. Let V (t) = α1α2x(t)+c1α2y(t)+c1c2z1(t)+c1c2z2(t) and p = min{a1, d1, d2, d3},

we have

V̇ (t) = a1α1α2x(t) − b1α1α2x
2(t) − c1d1α2y(t) − c1c2d2z1(t) − c1c3d3z2(t).
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V̇ (t) + pV (t) ≤ 2a1α1α2x(t) − b1α1α2x
2(t) ≤ K.

Where K = a2
1α1α2/b1. Thus V (t) ≤ K/p+(V (0) −K/p) e−pt → K/p as t→ ∞ and

hence the solution of the system (2.1) is bounded.

Similarly, we obtain that D+V (t) + pV (t) ≤ K, for t ∈ (nT, (n + 1)T ]. When

t = nT , V (t+) = V (t) + pr. By Lemma 3.2 for t ∈ (nT, (n+ 1)T ], we have

V (t) ≤ V (0)e−pt +

∫ t

0

Ke−p(t−s)ds+
∑

0<nT<t

pre
−p(t−nT )

= V (0)e−pt +
K

p
(1 − e−pt) + pr

e−p(t−T ) − e−p(t−(n+1)T )

1 − epT

< V (0)e−pt +
K

p
(1 − e−pt) +

pre
−p(t−T )

1 − epT
+

pre
pT

epT − 1

→
K

p
+

pre
pT

epT − 1
, as t→ ∞.

Thus V (t) is uniformly ultimately bounded. This completes the proof.

4. Analysis of Model without impulsive effect

In the next section, we will investigate the feasible equilibrium of the system (2.1)

and study their stability behaviors.

4.1. Nonnegative equilibria and their local stability. In this section, our main

objective is to investigate the local behavior of all feasible equilibria and existence

of a Hopf bifurcation at interior equilibrium. The equation for the variable z1 in the

system (2.1) can be rewritten as

dz1(t)

dt
= α2y(t)z2(t) − d2z1(t) − α2e

−d2τy(t− τ)z2(t− τ)

:= −d2z1(t) + f (y(t), z2(t), y(t− τ), z2(t− τ)) ,

if y(t), z2(t) are bounded and y(t) → y∗, z2 → z∗2 as t → ∞, then z1(t) →

f (y∗, z∗2 , y
∗, z∗2) /d2 as t→ ∞, i.e., the asymptotic behavior of z1 is completely depen-

dent on y(t) and z2(t). Hence, the asymptotic behavior of our proposed model will

remain the same with the following reduced system:

dx(t)

dt
= x(t) (a1 − b1x(t) − c1y(t)) ,

(4.1)
dy(t)

dt
= y(t) (α1x(t) − d1 − c2z2(t)) ,

dz2(t)

dt
= α2e

−d2τy(t− τ)z2(t− τ) − d3z2(t),

Using simple algebraic manipulations, we get four feasible equilibria for the system

(4.1), namely,
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(a) trivial equilibrium E0(0, 0, 0);

(b) boundary equilibrium E1 (a1/b1, 0, 0);

(c) planner equilibrium E2(x̄, ȳ, 0) exists only when (H1) a1α1 > b1d1;

(d) interior equilibrium E3(x
∗, y∗, z∗2) exists if (H2) a1α1α2 > ∆.

Where

x̄ =
d1

α1

, ȳ =
a1α1 − b1d1

c1α1

, x∗ =
a1α2 − c1d3e

d2τ

b1α2

, y∗ =
d3e

d2τ

α2

,

z∗2 =
a1α1α2 − ∆

b1c2α2
, ∆ = c1d3α1e

d2τ + b1d1α2.

Further, (H2) implies that

τ <
1

d2

log

(
a1α1α2 − b1d1α2

c1d3α1

)
:= τ̄ .

The characteristic equation for trivial equilibrium E0(0, 0, 0) is given by

(4.2) (λ− a1)(λ+ d1)(λ− d3) = 0.

The characteristic equation (4.2) has one positive and two negative roots, hence equi-

librium E0 is a unstable saddle point.

Similarly, the characteristic equation for boundary equilibrium E1 is as follows:

(4.3) (λ+ d3)(λ+ a1)

(
λ+ d1 −

a1α1

b1

)
= 0.

Clearly, all the eigenvalues are negative only when a1α1 < b1d1, which stabilize E1,

otherwise it is unstable. Again, the characteristic equation for planner equilibrium

E2(x̄, ȳ, 0) becomes

(4.4)
(
λ+ d3 − α2ȳe

−d2τ
) (
λ2 + b1x̄λ+ c1α1x̄ȳ

)
= 0.

Since, both roots of the quadratic equation λ2 + b1x̄λ+ c1α1x̄ȳ = 0 have negative real

parts, hence the equilibrium E2 is locally asymptotically stable if α2ȳe
−d2τ < d3 for

all τ > (1/d2) logα2ȳ/d3 := τcr.

Finally, the characteristic equation for interior equilibrium E3(x
∗, y∗, z∗2) is given

as:

(4.5) λ3 + A1(τ)λ
2 + A2(τ)λ+ A3(τ) +

(
B1(τ)λ

2 +B2(τ)λ+B3

)
e−λτ = 0,

where

A1(τ) = b1x
∗(τ) + d3, A2(τ) = b1d3x

∗(τ) + c1α1x
∗(τ)y∗(τ),

A3(τ) = c1d3α1x
∗(τ)y∗(τ), B1 = −α2y

∗(τ)e−d2τ ,

B2(τ) = α2y
∗(τ) (c2z

∗

2(τ) − b1x
∗(τ)) e−d2τ ,

B3(τ) = α2x
∗(τ)y∗(τ) (b1c2z

∗

2(τ) − c1α1y
∗(τ)) e−d2τ .
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We write Ai, Bi in place of Ai(τ), Bi(τ) for i = 1, 2, 3 in the rest of the analysis.

The characteristic equation (4.5) can be rewritten as:

(4.6) P (λ, τ) +Q(λ, τ)e−λτ = 0,

where

(4.7) P (λ, τ) = λ3 + A1λ
2 + A2λ+ A3, Q(λ, τ) = B1λ

2 +B2λ+B3.

When τ = 0, the characteristic equation (4.5) becomes

(4.8) λ3 + b1x
∗λ2 + (c1α1x

∗y∗ + c2α2y
∗z∗2)λ+ b1c2α2x

∗y∗z∗2 = 0.

Since (A1(0)+B1(0))(A2(0)+B2(0))− (A3(0)+B3(0)) = b1c1α1x
∗2y∗ > 0, therefore,

using Routh-Hurwitz criterion, all the solutions of the characteristic equation (4.8)

have negative real parts. Thus the interior equilibrium E3 is locally asymptotically

stable for τ = 0 if it exists.

In the following, we investigate the existence of purely imaginary roots λ =

iω(ω > 0) of characteristic equation (4.6). We apply Beretta and Kuang [6] geomet-

ric criterion which gives the existence of purely imaginary roots of a characteristic

equation with delay dependent coefficients.

Lemma 4.1. If (H2) holds, then the following are satisfies:

1. P (0, τ) +Q(0, τ) 6= 0,

2. P (iω, τ) +Q(iω, τ) 6= 0 for all ω ∈ R,

3. lim sup{|Q(λ, τ)/P (λ, τ)| : |λ| → ∞, Reλ ≥ 0} < 1,

4. F (ω, τ) = |P (iω, τ)|2 −|Q(iω, τ)|2 for each τ has at most a finite number of real

zeros,

5. each positive root ω(τ) of F (ω, τ) = 0 is continuous and differentiable in τ

whenever it exists.

Proof. 1. For τ ∈ [0, τ̄),

P (0, τ) +Q(0, τ) = b1c2α2x
∗y∗z∗2e

−d2τ 6= 0.

2. P (iω, τ) +Q(iω, τ) = −(A1 +B1)ω
2 + A3 +B3 + i[−ω3 + (A2 +B2)ω] 6= 0.

3. Since P (λ, τ) is a third degree polynomial in λ and Q(λ, τ) second degree, hence,

lim sup{|Q(λ, τ)/P (λ, τ)| : |λ| → ∞, Reλ ≥ 0} = 0 < 1.

4. Let F be defined as

F (ω, τ) = |P (iω, τ)|2 − |Q(iω, τ)|2.

From

|P (iω, τ)|2 = ω6 +
(
A2

1 − 2A2

)
ω4 +

(
A2

2 − 2A1A3

)
ω2 + A2

3

and

|Q(iω, τ)|2 = B2
1ω

4 +
(
B2

2 − 2B1B3

)
ω2 +B2

3 ,
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we have

F (ω, τ) = ω6 + p(τ)ω4 + q(τ)ω2 + r(τ),

where

p(τ) =
(a1α2 − c1d3e

d2τ )(a1b1α2 − (b1 + 2α1)c1d3e
d2τ )

b1α2
2

,

q(τ) = c21α
2
1x

∗2y∗2 + 2b1c2α2x
∗y∗z∗2e

−d2τ − c2α
2
2y

∗2z∗2e
−2d2τ(2b1x∗+c2z∗2),

r(τ) = −3c1d3α1 + (a1α1 − b1d1)α2e
−d2τ .

It is obvious that property (iv) is satisfied.

5. Since F (ω, τ) is continuous in ω and τ and it is differentiable with respect to ω.

Therefore, from Implicit Function Theorem each root of F (ω, τ) = 0 is continuous

and differentiable in τ .

Hence all the conditions of the Lemma are satisfied, which ensure the existence

of purely imaginary roots for the characteristic equation (4.5).

Now let λ = iω (ω > 0) be a root of (4.5). Substituting it into (4.5) and separating

the real and imaginary parts, we get

B2ω sinωτ +
(
B3 − B1ω

2
)
cosωτ = A1ω

2 − A3,

(4.9)
(
B1ω

2 −B3

)
sinωτ +B2ω cosωτ = ω3 − A2ω,

which gives

sinωτ =
B1ω

5 − (A1B2 + A2B1 +B3)ω
3 + (A2B3 + A3B2)ω

B2
1ω

4 + (B2
2 − 2B1B3)ω2 +B2

3

,

(4.10) cosωτ =
(B2 −A1B1)ω

4 + (A1B3 + A3B1 − A2B2)ω
2 −A3B3

B2
1ω

4 + (B2
2 − 2B1B3)ω2 +B2

3

.

We can define the angle θ(τ) ∈ [0, 2π], ∀ τ ≥ 0 as the solution of (4.10):

sin θ(τ) =
B1ω

5 − [A1B2 + A2B1 +B3]ω
3 + [A2B3 + A3B2]ω

B2
1ω

4 + [B2
2 − 2B1B3]ω2 +B2

3

,

(4.11) cos θ(τ) =
[B2 − A1B1]ω

4 + [A1B3 + A3B1 − A2B2]ω
2 −A3B3

B2
1ω

4 + [B2
2 − 2B1B3]ω2 +B2

3

,

where ω = ω(τ) and such θ(τ) is uniquely well defined for all τ , so that F (ω(τ), τ) = 0.

Hence

(4.12) ω6 + p(τ)ω4 + q(τ)ω2 + r(τ) = 0.

Again the polynomial function F can be written as

F (ω, τ) = h(ω2, τ),

where h is a cubic polynomial, defined by

h(z, τ) := z3 + p(τ)z2 + q(τ)z + r(τ).
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Applying the Descartes’ rule of signs for the number of positive roots of h(z, τ) = 0,

we get the following four cases:

Case I: Let

I11 = {τ ≥ 0 | p(τ) > 0 q(τ) > 0 and r(τ) > 0},

I12 = {τ ≥ 0 | r(τ) > 0, at least one p(τ) < 0 q(τ) < 0},

I1 = I11 ∪ I12.

In the interval I12, h(z, τ) = 0 either has 0 or 2 positive roots. When the polynomial

h(z, τ) has no positive zero in I12, then it also has no positive zero in the interval I1.

Thus in this case, purely imaginary root of (4.5) never exists.

Case II: Let

I21 = {τ ≥ 0 | p(τ) > 0 and r(τ) < 0},

I22 = {τ ≥ 0 | p(τ) < 0, q(τ) < 0 and r(τ) < 0},

I23 = {τ ≥ 0 | P (τ) < 0, q(τ) > 0 and r(τ) < 0}.

In the region I23, either one or three positive zeros of h(z, τ) exist. Suppose only one

positive zero is feasible in I23, then in the interval I2 = I21 ∪ I22 ∪ I23, h(z, τ) has only

one positive zero. Therefore, iω∗ with ω∗ = ω(τ ∗) > 0 is a purely imaginary root of

(4.5) if and only if τ ∗ is a zero of the Sn, where

Sn(τ) = τ −
θ(τ) + 2nπ

ω(τ)
, τ ∈ I2, with n ∈ N0.

Now we will verify the following lemma:

Lemma 4.2 (Beretta and Kuang [6]). Assume that ω(τ) is a positive real root of

(4.5) defined for τ ∈ I, I ⊆ R+0, and at some τ ∗ ∈ I,

(4.13) Sn(τ
∗) = 0, for some n ∈ N0.

Then a pair of simple conjugate pure imaginary roots λ+(τ ∗) = iω(τ ∗), λ−(τ ∗) =

−iω(τ ∗) of (4.5) exists at τ = τ ∗ which crosses the imaginary axis from left to right

if δ(τ ∗) > 0 and crosses the imaginary axis from right to left if δ(τ ∗) < 0, where

(4.14)

δ(τ ∗) = Sign

{
dRe(λ)

dτ

∣∣∣∣
λ=iω(τ∗)

}
= Sign

{
∂F

∂ω
(ω(τ ∗), τ ∗)

}
Sign

{
dSn(τ)

dτ

∣∣∣∣
τ=τ∗

}
.

Since ∂F (ω, τ)/∂ω|ω=ω(τ∗) = [6ω5 + 4p(τ)ω3 + 2q(τ)ω]ω=ω(τ∗) > 0, therefore,

from (4.14), we get

δ(τ ∗) = Sign

{
dRe(λ)

dτ

∣∣∣∣
λ=iω(τ∗)

}
= Sign

{
dSn(τ)

dτ

∣∣∣∣
τ=τ∗

}
.

Here, we can easily observe that Sn(0) < 0 and Sn(τ) > Sn+1(τ) ∀ τ ∈ I2, n ∈ N0.

Thus, if S0 has no zero in I2, then the function Sn also have no zero in I2 and if the
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function Sn has positive zeros, denoted by τ jn for some τ ∈ I2, n ∈ N0, then without

loss of generality, we may assume that

dSn(τ
j
n)

dτ
6= 0 with Sn(τ

j
n) = 0.

Applying similar logic as in [6], stability switches occur at the zeros of S0(τ), denoted

by τ j0 , if (H2) holds. Let us assume that

τ ∗ = min{τ ∈ I2 | S0(τ) = 0} and τ ∗∗ = max{τ ∈ I2 | S0(τ) = 0}.

Using the Hopf bifurcation theorem for functional differential equation [13], we can

conclude the existence of Hopf bifurcation in the following theorem:

Theorem 4.3. Let (H2) hold. The local behavior of the system (2.1) at interior

equilibrium is described as:

1. If the function S0(τ) has no positive zero in I2, then the interior equilibrium

E3(x
∗, y∗, z∗2) is locally asymptotically stable for all τ ≥ 0.

2. If the function Sn(τ) has at least positive zero in I2 for some n ∈ N0, then E3

is locally asymptotically stable for τ ∈ [0, τ ∗) ∪ (τ ∗∗, τ̄ ] and unstable and a Hopf

bifurcation occurs for τ ∈ (τ ∗, τ ∗∗), i.e., stability switches of stability-instability-

stability occur.

Case III: If in the interval I3 = I12, h(z, τ) = 0 has two positive roots, denoted by

ω1 and ω2, we get following two sequences of functions on I3:

S(1)
n (τ) = τ −

θ1(τ) + 2nπ

ω1(τ)
; S(2)

n (τ) = τ −
θ2(τ) + 2nπ

ω2(τ)
, n ∈ N0,

where θ1(τ) and θ2(τ) are the solutions of (4.11) when ω = ω1, ω2 respectively. Sim-

ilarly, we can also obtain for τ ∈ I3 that S
(k)
n (0) ≤ 0 and S

(k)
n (τ) > S

(k)
n+1(τ) with

n ∈ N0, k = 1, 2. Thus if S
(1)
0 (τ) > S

(2)
0 (τ), then S

(1)
n (τ) > S

(2)
n (τ) and hence stability

switch depends on all real roots of S
(1)
n (τ) = 0, otherwise the stability switches de-

pend on roots of both S
(1)
n (τ) = 0 and S

(2)
n (τ) = 0. Furthermore, we can also obtain

the similar results stated in Theorem 4.3.

Case IV: If in the interval I4 = I23, h(z, τ) has three positive zeros, we can obtain

the parallel results as in case III.

4.2. Direction and stability of Hopf bifurcation. In the previous section, we

obtained the conditions, under which system (4.1) undergoes Hopf bifurcation, taking

maturation delay (τ) as the critical parameter. Using the normal form theory and

center manifold reduction as described in Hassard et al. [14], we can investigate

the direction of Hopf bifurcation and the properties of these bifurcating periodic

solutions. Hence, we always assume that system (4.1) undergoes Hopf bifurcations at

the critical value τ ∗ of τ and there exists a pair of pure imaginary roots, i.e., ±iω(τ ∗)

of the characteristic equation (4.5).
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Using the Appendix A, we can compute the following values:

C1(0) =
i

2ω∗τ ∗

(
g20g11 − 2|g11|

2 −
|g02|

2

3

)
+
g21

2
,

µ2 =
Re{C1(0)}

Re{λ′(τ ∗)}
,

(4.15) β2 = 2Re{C1(0)},

T2 =
Im{C1(0)} + µ2Im{λ

′(τ ∗)}

ω∗τ ∗
,

which determine the behavior of bifurcating periodic solution in the center manifold

at the critical value τ ∗, i.e., µ2 determines the direction of the Hopf bifurcation: if

µ2 > 0 (µ2 < 0), then the Hopf bifurcation is supercritical (subcritical) and the

bifurcating periodic solution exists for τ > τ ∗ (τ < τ ∗); β2 determines the stability of

the bifurcating periodic solution: the bifurcating periodic solution is stable (unstable)

if β2 < 0 (β2 > 0) and T2 determines the period of the bifurcating periodic solution:

the period increases (decreases) if T2 > 0 (T2 < 0).

In the next section, the effect of impulsive harvesting of pest on the system (2.4)

is studied.

5. Analysis of model with impulsive effect

When pests eradicate completely, then mature natural enemies are also extinct

and immature natural enemies survive due to impulsive releasing. Therefore, the

system(2.4) converts into following form:

(5.1)





dx(t)

dt
= x(t) (a1 − b1x(t)) ,

dz1(t)

dt
= −d2z1(t),





t 6= nT,

∆x(t) = 0,

∆z1(t) = pr,





t = nT, n = 1, 2, . . . .

The first equation of model (5.1) represents logistic growth, therefore, x(t) → a1/b1

as t→ ∞ and it is globally asymptotically stable.

Integrating and solving the second equation of the model (5.1) between pulses,

we obtain that

(5.2) z1(t) = z1(nT )e−d2(t−nT ), t ∈ (nT, (n + 1)T ], n ∈ Z+,

where z1(nT ) is the initial value at nT . Using the fourth equation of (5.1), we deduce

stroboscopic map such that

z1((n+ 1)T ) = z1(nT ) + pr , f(z1).
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It is easy to know that the above equation has a unique positive equilibrium z∗1 =
pr

1−e−d2T , which satisfies z1 < f(z1) < z∗1 if 0 < z1 < z∗1 and z1 < f(z1) > z∗1 if z1 > z∗1 .

From Cull [9], it is derive that z∗1 is globally asymptotically stable. Thus from (5.2),

we obtain the following periodic solution

z̃1(t) = z∗1e
−d2(t−nT ), t ∈ (nT, (n + 1)T ], n ∈ Z+,

which is globally asymptotically stable. Hence we get the result:

Lemma 5.1. Consider the system

(5.3)






dz1(t)

dt
= −d2z1(t), t 6= nT,

∆z1(t) = pr, t = nT, n = 1, 2, . . . .

The system (5.3) has a periodic solution

z̃1(t) = z∗1e
−d2(t−nT ), t ∈ (nT, (n + 1)T ], n ∈ Z+,

which is globally asymptotically stable, where z∗1 = pr

1−e−d2T .

5.1. Extinction of pest population. Using the Lemma 5.1, it is obtaining that

the system (5.3) has a pest and mature natural enemies extinction positive periodic

solution (a1/b1, 0, z̃1(t), 0), which is globally asymptotically stable. In the next, we

will discuss the stability of the pest and mature natural enemies extinction periodic

solution (a1/b1, 0, z̃1(t), 0) of the system (2.4).

Theorem 5.2. The pest and mature natural enemies extinction periodic solution

(a1/b1, 0, z̃1(t), 0) of the system (2.4) is globally asymptotically stable provided that

α1b1 > a1d1.

Proof. Let (x(t), y(t), z1(t), z2(t)) be any solution of (2.4). From the first equation of

the system (2.4), we have

dx(t)

dt
≤ x(t) (a1 − b1x(t)) ,

Consider the comparison system

(5.4)
du(t)

dt
= u(t) (a1 − b1u(t)) ,

Since (5.4) is a logistic equation, therefore using comparison theorem for differential

equation it is obtain that x(t) ≤ u(t) → a1/b1 as t→ ∞. Thus there exists a positive

constant ǫ1 > 0 (small enough) such that

(5.5) x(t) <
a1

b1
+ ǫ1.

From second equation of (2.4), we have

(5.6)
dy(t)

dt
≤ y(t)

(
α1

(
a1

b1
+ ǫ1

)
− d1

)
.
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Since d1/α1 > a1/b1 for existence of planner equilibrium of the model (2.1) and ǫ1 → 0

as t→ ∞, therefore, from (5.6) it is obtain that y(t) → 0 as t→ ∞. Without loss of

generality we may assume that there exists a positive constant ǫ2 > 0 (small enough)

such that y(t) < ǫ2.

Again from the first equation of (2.4), we have

(5.7)
dx(t)

dt
> x(t) ((a1 − c1ǫ2) − b1x(t)) .

Similarly it is clear that there exists ǫ1 > 0 such that

(5.8) x(t) >
a1 − c1ǫ2

b1
− ǫ1.

Since here it is assumed that ǫ1 and ǫ2 are small enough, therefore ǫ1, ǫ2 → 0 as

t→ ∞ and hence from (5.5) and (5.8) it is concluded that x(t) → a1/b1 as t→ ∞.

Now from fourth equation of the system (2.4), we have

(5.9)
dz2(t)

dt
≤ α2ǫ2e

−d2τz2(t− τ) − d3z2(t).

Using Lemma 3.1, it is clear that z2(t) → 0 as t → ∞ provided that α2ǫ2e
−d2τ < d3.

Therefore, there exists a positive constant ǫ3 > 0 (small enough) such that z2(t) < ǫ3.

From system (2.4), we may get the following subsystem:

(5.10)





dz1(t)

dt
≤ α2ǫ2ǫ3 − d2z1(t), t 6= nT,

∆z1(t) = pr, t = nT, n = 0, 1, 2, . . . .

Consider the following comparison system:

(5.11)






dv(t)

dt
= α2ǫ2ǫ3 − d2v(t), t 6= nT,

v(t+) = v(t) + pr, t = nT.

Using the Lemma 5.1, we obtain that the system (5.11) has a periodic solution

ṽ(t) =
α2ǫ2ǫ3
d2

+
pre

−d2(t−nT )

1 − e−d2T
, t ∈ (nT, (n+ 1)T ], n ∈ Z+,

which is globally asymptotically stable. In view of comparison theorem of impulsive

equation [3], we have z1(t) ≤ v(t) and v(t) → z̃1(t) as t → ∞ since ǫ2 and ǫ3 → 0 as

t→ ∞. Then there exists a positive constant ǫ4 (small enough) such that

(5.12) z1(t) ≤ v(t) < z̃1(t) + ǫ4.

Similarly, we can get the following subsystem of system (2.4):

(5.13)





dz1(t)

dt
≥ −α2ǫ2ǫ3e

−d2T − d2z1(t), t 6= nT,

∆z1(t) = pr, t = nT, n = 0, 1, 2, . . . .



FOOD CHAIN STAGE-STRUCTURED MODEL WITH IMPULSE 195

Consider the following comparison system of (5.13):

(5.14)





dw(t)

dt
= −α2ǫ2ǫ3e

−d2T − d2w(t), t 6= nT,

w(t+) = w(t) + pr, t = nT.

Again using the Lemma 5.1 and comparison theorem of impulsive equation, in the

similar manner we obtain that the system (5.14) has a periodic solution

w̃(t) =
−α2ǫ2ǫ3e

d2T

d2

+
pre

−d2(t−nT )

1 − e−d2T
, t ∈ (nT, (n+ 1)T ], n ∈ Z+,

which is also globally asymptotically stable and z1(t) ≥ v(t) and v(t) → z̃1(t) as

t→ ∞. Then there exists a positive constant ǫ5 (small enough) such that

(5.15) z1(t) ≥ v(t) > z̃1(t) − ǫ5.

Thus from (5.12) and (5.15), it is concluded that x(t) → a1/b1, y(t) → 0, z1(t) → z̃1(t)

and z2(t) → 0 as t→ ∞. Hence the proof.

6. Numerical simulation

To verify the previously established results, consider a three species crop-pest-

natural enemy stage structured food chain model with the following parameter values:

dx(t)

dt
= x(t) (a1 − x(t) − y(t)) ,

(6.1)
dy(t)

dt
= y(t) (α1x(t) − d1 − 0.6z2(t)) ,

dz2(t)

dt
= 1.3e−0.4τy(t− τ)z2(t− τ) − 0.3z2(t).

If we choose a1 = 1, α1 = 0.1 and d1 = 0.5, then we obtain that for the trivial equilib-

rium E0(0, 0, 0), the characteristic equation has three eigenvalues, λ1 = 1, λ2 = −0.5

and λ3 = 0.3. This verifies that trivial equilibrium of the system (6.1) is a unsta-

ble saddle point. Similarly, the characteristic equation for the boundary equilibrium

E1(1, 0, 0) has λ1 = −1, λ2 = −0.3 and λ3 = −0.2 eigenvalues and hence the boundary

equilibrium is locally asymptotically stable (see Figure 1(a)).

Now let a1 = 2, d1 = 0.05 and α1 = 1.2. Then the condition (H1) for the

positivity of equilibrium E2 is satisfy and the characteristic equation for the equilib-

rium E2(0.0416667, 1.95833, 0) of the system (6.1) has three eigenvalues, namely, λ1 =

−0.0208333− 0.312222i, λ2 = −0.0208333+0.312222i and λ3 = −0.3+2.54583e−0.4τ

eigenvalues. Here, λ3 is negative only when τ > τ̄ = 5.34608, in this case, the planner

equilibrium E2 is locally asymptotically stable for τ > 5.34608 (see Figure 1(b)). We,

mainly focus on the dynamics of the interior equilibrium. To study the local behavior

of interior equilibrium E3(x
∗(τ), y∗(τ), z∗2(τ)) of the system (6.1), we take the same
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Figure 1. Nonnegative equilibrium points are stable (a) boundary

equilibrium E1 is stable for a1 = 1, d1 = 0.5, α1 = 0.1; (b) planner

equilibrium E2 is stable for a1 = 2, d1 = 0.05, α1 = 1.2 and τ = 5.4 >

τcr = 5.34608.
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Figure 2. The interior equilibrium E3 is locally asymptotically stable

for τ = 0.

parameters values for a1, d1 and α1. We obtain that the equilibrium is positive if

τ < τ1 = 5.34608 ( see Figure 3).

To apply the Descartes’ rule of signs, we plot the coefficients p(τ), q(τ) and r(τ)

of the function h(z, τ) with the maturation delay τ (see Figure 4). We can easily

check that in the intervals I12, I23, the function h(z, τ) = 0 has 0 and 1 positive

roots respectively. Thus exactly one zero of h(z, τ) is feasible in only the interval

I2 = [0, 2.59955) (see Figure 4(d)). Further, all the conditions of the lemma 4.1 are

satisfied in the interval I2. Now taking S0 on one axis and τ on another axis, we obtain

that the function S0(τ) = τ − θ(τ)/ω(τ) has two zeros τ ∗ ≈ 0.743 and τ ∗∗ ≈ 1.568

in the interval I2, i.e., there are two critical values of the maturation delay of natural

enemies at which the stability switching occurs (see Figure 5).

Using the same set of parametric values, it is obtained that the interior equi-

librium E3(x
∗, y∗, z∗2) is locally asymptotically stable if τ < τ ∗ = 0.743 and a Hopf

bifurcation occurs if τ ≥ 0.743, see Figures 6(a) and 6(a). The equilibrium again
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Figure 3. The equilibrium E3(x
∗, y∗, z∗2) is positive for τ < τ̄ = 5.34608.
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Figure 4. (a) p(τ); (b) q(τ) and (c) r(τ) in the interval [0, 5.34608);

(d) curve of ω(τ) on τ ∈ [0, 2.59955).

becomes locally asymptotically when τ > τ ∗∗ = 1.568, see Figure 7. Thus the

interior equilibrium of the system (6.1) is locally asymptotically stable for τ ∈

[0, 0.743) ∪ (1.568, 5.34608] and is unstable for τ ∈ (τ ∗, τ ∗∗). Hence the stability
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Figure 6. The dynamics of the interior equilibrium for first critical

value of maturation delay τ : (a) E3 is locally asymptotically stable for

τ = 0.742 < τ ∗ = 0.743; (b) occurrence of Hopf bifurcation at E3 for

τ = 0.75 > τ ∗ = 0.743.

switches from stability-instability-stability occurs. This is the verification of the The-

orem 4.3.

Furthermore, for the system (6.1), it is clear that Re(c1(0))|τ=τ∗ = −3.9481 < 0

and Re(c1(0))|τ=τ∗∗ = 9.3706 > 0, according to the formula given in section 4.2.

Therefore, Hopf bifurcation for the interior equilibrium at τ ∗ (resp. τ ∗∗) is forward

(resp. backward) and the bifurcating periodic solution on the center manifold are or-

bitally asymptotically stable (see Figure 8). Finally, we observe with the following set

of parameters: a1 = 7, b1 = 1, c1 = 1, c2 = 0.5, d1 = 0.05, d2 = 0.6, d3 = 1.2, α1 =

1.5, α2 = 2, then system (2.1) has a complex dynamics of multiple bifurcation (i.e.,

chaos) for the maturation delay τ = 1.5 (see Figure 9).

7. Conclusion

In this paper, we have proposed two models with and without impulsive effect

for three species crop-pest-natural enemy food chain system with stage structure
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Figure 7. The dynamics of the interior equilibrium for second critical

value of maturation delay τ : (a) occurrence of Hopf bifurcation at E3

for τ = 1.56 < τ ∗∗ = 1.568; (b) E3 is locally asymptotically stable for

τ = 1.57 > τ ∗∗ = 1.568.
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Figure 9. The chaotic behavior of the system at the interior equi-

librium for parameter set: a1 = 7, b1 = 1, c1 = 1, c2 = 0.5, d1 =

0.05, d2 = 0.6, d3 = 1.2, α1 = 1.5, α2 = 2 and τ = 1.5.
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and maturation delay for the natural enemy. In the first part of the analysis, a

model without impulsive effect has studied and discussed the local stability of four

nonnegative equilibria of the system (2.1). Here it is found that the trivial equilib-

rium E0(0, 0, 0) is always unstable; the boundary equilibrium E1(a1/b1, 0, 0) is locally

asymptotically stable if a1α1 < b1d1. Further, the planner equilibrium E2(x̄, ȳ, 0) is

locally asymptotically stable if a1α1 > b1d1 and τ > (1/d2) log(α2ȳ/d3), otherwise,

it is unstable. The interior equilibrium is locally asymptotically stable if τ < τ ∗, a

Hopf bifurcation occurs in the interval τ ∗ < τ < τ ∗∗ and if the maturation delay

crossed the second critical τ ∗∗, then the interior equilibrium becomes again stable.

Thus the maturation delay plays an important role in switching of stability from

stability-instability-stability.

In the second part of analysis, a model with impulsive effect is studied and ob-

tained sufficient condition for the global stability of the pest and mature natural en-

emy free periodic solution. Furthermore, using a numerical simulation, we obtained

that the existence of bifurcation and also observed the chaotic behavior of the system

for a particular range of the maturation delay. In particular, it is observed that the

larger maturation delay may lead to extinction of the natural enemy, i.e., natural

enemies may extinct due to its stage structure. This shows that the maturation delay

of natural enemy is the controlling parameter for the pest population. Thus stage

structure and impulse have a great importance in the dynamics of the three species

crop-pest-natural enemy food chain.

Appendix A.

Let, x1 = x − x∗, x2 = y − y∗, x3 = z2 − z∗2 , x̄i(t) = xi(τt), τ = τ ∗ + µ and

dropping the bars for simplification of notations, system (4.1) is transformed into an

FDE in C = C([−1, 0], R3) as

(A.1) ẋ(t) = Lµ(xt) + F (µ, xt),

where x(t) = (x1(t), x2(t), x3(t))
T ∈ R3 and Lµ : C → R, F : C × R → R are given,

respectively, by

Lµ(φ) = (τ ∗ + µ)




−b1x
∗ −c1x

∗ 0

α1y
∗ 0 −c2y

∗

0 0 −d3







φ1(0)

φ2(0)

φ3(0)




+(τ ∗ + µ)




0 0 0

0 0 0

0 α2z
∗

2e
−d2(τ∗+µ) α2y

∗e−d2(τ∗+µ)







φ1(−1)

φ2(−1)

φ3(−1)


 ,
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and

(A.2) F (µ, φ) = (τ ∗ + µ)




−b1φ
2
1(0) − c1φ1(0)φ2(0)

α1φ1(0)φ2(0) − c2φ2(0)φ3(0)

α2e
−d2(τ∗+µ)φ2(−1)φ3(−1)


 ,

where φ = (φ1, φ2, φ3)
T ∈ C. By the Riesz representation theorem, there exists a

function η(θ, µ) of bounded variation for θ ∈ [−1, 0] such that

(A.3) Lµφ =

∫ 0

−1

η(θ, µ)φ(θ) for θ ∈ C.

In fact, we can choose

η(θ, µ) = (τ ∗ + µ)




−b1x
∗ −c1x

∗ 0

α1y
∗ 0 −c2y

∗

0 0 −d3


 δ(θ)

−(τ ∗ + µ)




0 0 0

0 0 0

0 α2z
∗

2e
−d2(τ∗+µ) α2y

∗e−d2(τ∗+µ)


 δ(θ + 1),

(A.4)

where δ is Dirac delta function. For φ ∈ C1([−1, 0], R3), define

(A.5) A(µ)φ =






dφ(θ)
dθ

, θ ∈ [−1, 0),

∫ 0

−1
dη(s, µ)φ(s), θ = 0,

and

(A.6) R(µ)φ =





0, θ ∈ [−1, 0),

F (µ, φ), θ = 0.

Then the system (A.1) is equivalent to

(A.7) ẋt = A(µ)xt +R(µ)xt,

where xt(θ) = x(t+ θ) for θ ∈ [−1, 0]. For ψ ∈ C1([0, 1], (R3)∗), define

(A.8) A∗ψ(s) =





−dψ(s)
ds

, s ∈ (0, 1],

∫ 0

−1
dηT (s, 0)ψ(s), s = 0,

and a bilinear inner product

(A.9) 〈ψ(s), φ(θ)〉 = ψ̄(0)φ(0) −

∫ 0

−1

∫ θ

ξ=0

ψ̄(ξ − θ)dη(θ)φ(ξ)dξ,

where η(θ) = η(θ, 0). Then A(0) and A∗ are adjoint operators. By the discussion

in section 4.1, we know that ±iω∗τ ∗ are eigenvalues of A(0). Thus, they are also

eigenvalues of A∗. We need to compute the eigenvector of A(0) and A∗ corresponding

to iω∗τ ∗ and −iω∗τ ∗, respectively.
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Suppose that q(θ) = (1, α, β)Teiθω
∗τ∗ is the eigenvector of A(0) corresponding to

iω∗τ ∗, then A(0)q(θ) = iω∗τ ∗q(θ). It follows from the definition of A(0) and η(θ, µ)

that

τ ∗




iω∗ + b1x
∗ c1x

∗ 0

−α1y
∗ iω∗ c2y

∗

0 −α2z
∗

2e
−d2τ

∗

e−iω∗τ ∗ iω∗ − α2y
∗e−d2τ

∗

e−iω∗τ ∗


 q(0) = 0.

Then, we can easily obtain

q(0) = (1, α, β)T ,

where α = − iω∗+b1x∗

c1x∗
and β =

αα2z
∗

2
e−d2τ∗e−iω∗τ∗

iω∗+d3−α2y∗e
−d2τ∗e−iω∗τ∗ .

Similarly, let q∗(θ) = D(1, α∗, β∗)e−iθω
∗τ∗ be the eigenvector of A∗ corresponding

to −iω∗τ ∗, then similarly we can obtain

α∗ =
b1x

∗ − iω∗

α1y∗
, β∗ =

c2y
∗(−iω∗ + b1x

∗)

α1y∗(iω∗ − d3 + α2y∗e−d2τ
∗eiω∗τ∗)

.

By (A.9) we get

〈q∗(s), q(θ)〉 = D̄(1, ᾱ∗, β̄∗)(1, α, β)T

−

∫ 0

−1

∫ θ

ξ=0

D̄(1, ᾱ∗, β̄∗)e−ω
∗τ∗(ξ−θ)dη(θ)(1, α, β)Teiω

∗τ∗ξdξ

= D̄

[
1 + αᾱ∗ + ββ̄∗ − (1, ᾱ∗, β̄∗)

∫ 0

−1

φ(θ)dη(θ)(1, α, β)T
]

= D̄
[
1 + αᾱ∗ + ββ̄∗ + τ ∗ (αz∗2 + βy∗)α2β̄

∗e−d2τ
∗

e−iω
∗τ∗

]
.

Then we choose

D̄ =
1

1 + αᾱ∗ + ββ̄∗ + τ ∗ (αz∗2 + βy∗)α2β̄∗e−d2τ∗e−iω∗τ∗
,

such that 〈q∗(s), q(θ)〉 = 1 and 〈q∗(s), q̄(θ)〉 = 0.

In the following, we use the ideas in Hassard et al. [14] to compute the coordinates

describing center manifold C0 at µ = 0. Define

(A.10) z(t) = 〈q∗, xt〉, W (t, θ) = xt(0) − 2Re[z(t)q(θ)],

On the center manifold C0, we have

(A.11) W (t, θ) = W (z(t), z̄(t), θ) = W20(θ)
z2

2
+W11(θ)zz̄ +W02(θ)

z̄2

2
+ · · · ,

where z and z̄ are local coordinates for C0 in C in the direction of q∗ and q̄∗. Note

that W is real if xt is real. We deal only with the real solution. For solution xt ∈ C0

of (A.7), since µ = 0, we have

ż(t) = iω∗τ ∗z + q̄∗(0)F (0,W (z, z̄, 0) + 2Re{zq(0)})

def
= iω∗τ ∗ + q̄∗(0)F0(z, z̄) = iω∗τ ∗ + g(z, z̄),
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where

(A.12) g(z, z̄) = q̄∗(0)F0(z, z̄) = g20(θ)
z2

2
+ g11(θ)zz̄ + g02(θ)

z̄2

2
+ · · · .

From (A.10) and (A.11), we have

xt(θ) = (x1t(θ), x2t(θ), x3t(θ)) = W (t, θ) + zq(θ) + zq(θ),

and

q(θ) = (1, α, β)Teiθω
∗τ∗ .

Thus, we can easily obtain that

x1t(0) = W
(1)
20 (0)

z2

2
+W

(1)
11 (0)zz̄ +W

(1)
02 (0)

z̄2

2
+ z + z̄ +O

(
|(z, z̄)|3

)
,

x2t(0) = W
(1)
20 (0)

z2

2
+W

(1)
11 (0)zz̄ +W

(1)
02 (0)

z̄2

2
+ αz + αz +O

(
|(z, z̄)|3

)
,

x3t(0) = W
(1)
20 (0)

z2

2
+W

(1)
11 (0)zz̄ +W

(1)
02 (0)

z̄2

2
+ βz + βz +O

(
|(z, z̄)|3

)
,

x2t(−1) = W
(1)
20 (−1)

z2

2
+W

(1)
11 (−1)zz̄ + W

(1)
02 (−1)

z̄2

2
+ αze−iω

∗τ∗

+ αzeiω
∗τ∗ +O

(
|(z, z̄)|3

)
,

x3t(−1) = W
(1)
20 (−1)

z2

2
+W

(1)
11 (−1)zz̄ + W

(1)
02 (−1)

z̄2

2
+ βze−iω

∗τ∗

+ βzeiω
∗τ∗ +O

(
|(z, z̄)|3

)
.

From the definition of F (µ, xt), we have

g(z, z̄) = τ ∗D̄(1, ᾱ∗, β̄∗)




−b1x
2
1t(0) − c1x1t(0)x2t(0)

α1x1t(0)x2t(0) − c2x2t(0)x3t(0)

α2e
−d2τ

∗

x2t(−1)x3t(−1)




= τ ∗D̄
{
z2

[
−b1 − α(c1 − α1ᾱ

∗) − c2αβᾱ
∗ + αα2ββ̄

∗e−d2τ
∗

e−2iω∗τ∗
]

+2zz̄
[
−b1 − (c1 − α1ᾱ

∗)Re{α} − c2Re{αβ̄} + α2β̄
∗e−d2τ

∗

Re{αβ̄}
]

+z̄2
[
−b1 − (c1 − α1ᾱ

∗)ᾱ− c2ᾱ
∗ᾱβ̄ + α2β̄

∗ᾱβ̄e−d2τ
∗

e2iω
∗τ∗

]

+
1

2
z2z̄

[
−2b1W

(1)
20 (0) − 4b1W

(1)
11 (0)

−(c1 − α1ᾱ
∗)

(
ᾱW

(1)
20 (0) + 2αW

(1)
11 (0) + 2W

(2)
11 (0) +W

(2)
20 (0)

)

−c2ᾱ
∗

(
β̄W

(2)
20 (0) + 2βW

(2)
11 (0) + 2αW

(3)
11 (0) + ᾱW

(3)
20 (0)

)

+α2β̄
∗e−d2τ

∗

(
β̄eiω

∗τ∗W
(2)
20 (−1) + 2βe−iω

∗τ∗W
(2)
11 (−1)

+ 2αe−iω
∗τ∗W

(3)
11 (−1) + ᾱeiω

∗τ∗W
(3)
20 (−1)

)]}
.

Comparing the coefficients with (A.12), we obtain

g20 = 2τ ∗D̄[−b1 − (c1 − α1ᾱ
∗)α− c2αβᾱ

∗ + αα2ββ̄
∗e−d2τ

∗

e−2iω∗τ∗ ],
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g11 = 2τ ∗D̄[−b1 − (c1 − α1ᾱ
∗)Re{α} − c2Re{αβ̄} + α2β̄

∗e−d2τ
∗

Re{αβ̄}],

g02 = 2τ ∗D̄[−b1 − (c1 − α1ᾱ
∗)ᾱ− c2ᾱ

∗ᾱβ̄ + α2β̄
∗ᾱβ̄e−d2τ

∗

e2iω
∗τ∗ ],

g21 = τ ∗D̄
[
−b1

(
2W

(1)
20 (0) + 4W

(1)
11 (0)

)

−(c1 − α1ᾱ
∗)

(
ᾱW

(1)
20 (0) + 2αW

(1)
11 (0) + 2W

(2)
11 (0) +W

(2)
20 (0)

)

−c2ᾱ
∗

(
β̄W

(2)
20 (0) + 2βW

(2)
11 (0) + 2αW

(3)
11 (0) + ᾱW

(3)
20 (0)

)

+α2β̄
∗e−d2τ

∗

(
β̄eiω

∗τ∗W
(2)
20 (−1) + 2βe−iω

∗τ∗W
(2)
11 (−1)

+ 2αe−iω
∗τ∗W

(3)
11 (−1) + ᾱeiω

∗τ∗W
(3)
20 (−1)

)]
.

In order to determine g21, we need to compute W20(θ) and W11(θ). From (A.7) and

(A.10), we have

Ẇ = ẋt − zq − żq =





AW − 2Re[q̄∗(0)F0q(θ)], θ ∈ [−1, 0),

AW − 2Re[q̄∗(0)F0q(θ)] + F0, θ = 0,

def
= AW +H(z, z̄, θ),(A.13)

where

(A.14) H(z, z̄, θ) = H20(θ)
z2

2
+H11(θ)zz̄ +H02(θ)

z̄2

2
+ · · · .

Note that on center manifold C0 near the origin

Ẇ = Wz ż +Wz̄ ˙̄z.

Thus, we obtain

(A.15) (A− 2iω∗τ ∗)W20(θ) = −H20(θ), AW11(θ) = −H11(θ).

Comparing the coefficient with (A.14) gives that

(A.16) H20(θ) = −g20q(θ) − ḡ02q̄(θ), H11(θ) = −g11q(θ) − ḡ11q̄(θ).

From (A.15), (A.16) and the definition of A, we have

Ẇ20(θ) = 2iω∗τ ∗W20(θ) + g20q(θ) + ḡ02q̄(θ).

Noting q(θ) = q(0)eiω
∗τ∗θ, hence

(A.17) W20(θ) =
ig20

ω∗τ ∗
q(0)eiω

∗τ∗θ +
iḡ02

3ω∗τ ∗
q̄(0)e−2iω∗τ∗θ + E1e

2iω∗τ∗θ,

where E1 = (E
(1)
1 , E

(2)
1 , E

(3)
1 ) ∈ R3 is a constant vector. Similarly, from (A.15) and

(A.16), we obtain

(A.18) W11(θ) = −
ig11

ω∗τ ∗
q(0)eiω

∗τ∗θ +
iḡ11

ω∗τ ∗
q̄(0)e−iω

∗τ∗θ + E2,

where E2 = (E
(1)
2 , E

(2)
2 , E

(3)
2 ) ∈ R3 is also a constant vector.
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In the following we shall find out E1 and E2. From the definition of A and (A.15),

we can obtain

(A.19)

∫ 0

−1

dη(θ)W20(θ) = 2iω∗τ ∗W20(θ) −H20(0),

and

(A.20)

∫ 0

−1

dη(θ)W11(θ) = −H11(0),

where η(θ) = η(0, θ). From (A.13) and (A.14), we have

(A.21) H20(0) = −g20q(0) − ḡ02q̄(0) + 2τ ∗




−b1 − c1α

αα1 − c2αβ

α2αβe
−d2τ

∗

e−2iω∗τ∗


 ,

and

(A.22) H11(0) = −g11q(0) − ḡ11q̄(0) + 2τ ∗




−b1 − c1Re{α}

α1Re{α} − c2Re{αβ̄}

α2e
−d2τ

∗

Re{αβ̄


 .

Substituting (A.17) and (A.18) into (A.19) and noticing that

(
iω∗τ ∗I −

∫ 0

−1

eiω
∗τ∗θdη(θ)

)
q(0) = 0,

and
(
−iω∗τ ∗I −

∫ 0

−1

e−iω
∗τ∗θdη(θ)

)
q̄(0) = 0,

we obtain

(
2iω∗τ ∗I −

∫ 0

−1

e2iω
∗τ∗θdη(θ)

)
E1 = 2τ ∗




−b1 − c1α

αα1 − c2αβ

α2αβe
−d2τ

∗

e−2iω∗τ∗


 ,

which leads to




2iω∗ + b1x
∗ c1x

∗ 0

−α1y
∗ 2iω∗ c2y

∗

0 −α2z
∗

2e
−d2τ

∗

e−2iω∗τ∗ α2y
∗e−d2τ

∗

e−2iω∗τ∗


E1

= 2




−b1 − c1α

αα1 − c2αβ

α2αβe
−d2τ

∗

e−2iω∗τ∗


 .
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It follows that

E1 = 2




2iω∗ + b1x
∗ c1x

∗ 0

−α1y
∗ 2iω∗ c2y

∗

0 −α2z
∗

2e
−d2τ

∗

e−2iω∗τ∗ β2 − α2y
∗e−d2τ

∗

e−2iω∗τ∗




−1

×




−b1 − c1α

αα1 − c2αβ

α2αβe
−d2τ

∗

e−2iω∗τ∗


 .

Similarly, substituting (A.18) and (A.22) into (A.20), we can get

(A.23)

E2 = 2




b1x
∗ c1x

∗ 0

−α1y
∗ 0 c2y

∗

0 −α2z
∗

2e
−d2τ

∗

β2 − α2y
∗e−d2τ

∗




−1

×




−b1 − c1Re{α}

α1Re{α} − c2Re{αβ̄}

α2e
−d2τ

∗

Re{αβ̄}


 .

Thus, we can determine W20 and W11 from (A.17) and (A.18).
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