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ABSTRACT. The two-dimensional pattern matching problem is used to locate all the positions

inside a two-dimensional text where a two-dimensional pattern of a smaller or equal size occurs.

In this paper, we present a basic parallel implementation and different optimization techniques of

two important two-dimensional pattern matching algorithms, Baker and Bird and Baeza-Yates and

Regnier, on a Graphics Processing Unit (GPU) platform. The performance of the proposed parallel

implementations is evaluated for the GPU architecture and for different problem parameters. Exper-

imental results demonstrate that there is performance gain of the optimized GPU implementations

over the unoptimized implementation. Additionally, it is shown that the parallel implementation of

Baeza-Yates and Regnier has a significantly higher performance gain comparing to that of the Baker

and Bird algorithm.
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1. Introduction

String matching is an important problem in text processing and is commonly

used to locate one dimensional patterns (strings) on texts. Although strings are

usually stored in linear files, their interpretation can be very heterogeneous. In many

situations arising in digital data processing we encounter strings of symbols organized

into multidimensional structures, such as two-dimensional. These structures are in

fact very common, almost every computer user has encountered examples of such

structures: images. The usage of multidimensional structures is widespread, with a

very wide spectrum of applications ranging from computer vision to computational

biology [12, 9, 2, 27, 21]. The two-dimensional pattern matching problem consists of

taking two rectangular arrays, an m1 × m2 pattern array and an n1 × n2 text array

and finding all occurrences of the pattern embedded as subarray in the text.
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Several well-known algorithms have been presented by researchers for the exact

two dimensional pattern matching problem such as the Naive, Karp and Rabin [13],

Zhu and Takaoka [29], Baker and Bird [7, 8] and the Baeza-Yates and Regnier [6] algo-

rithms. Furthermore, survey and experiments on these algorithms have been already

reported [19]. Similar pattern matching algorithms that allow for approximation [5],

rotation [3, 10] or scaling [4] have been considered.

Two-dimensional pattern matching algorithms are frequently used to process huge

image databases. As the size of image databases rapidly increases over the years,

it is expected that the algorithms should benefit when implemented in parallel on a

graphic processing unit (GPU). In the research literature, parallel implementations on

GPUs have been presented for exact pattern matching and multiple pattern match-

ing algorithms [18, 20, 24, 28, 11, 25, 23]. Similar research efforts in parallelizing

two-dimensional pattern matching algorithms have focussed on OpenMP and MPI

programming paradigms [17]. This present work focuses on the parallelization of the

Baker and Bird and the Baeza-Yates and Regnier two-dimensional pattern match-

ing algorithms through their implementation on a GPU using the Compute Unified

Device Architecture (CUDA) programming model. The performance of the parallel

implementations is evaluated after applying different optimization techniques under

various parameters such as the pattern and text size as well as the size of the alphabet.

To the best of our knowledge, this is the first time that the proposed two-dimensional

pattern matching algorithms are implemented in parallel on a GPU using different

optimization techniques.

The rest of the paper is organized as follows: in Section 2, we provide a short

description of the Baker and Bird and Baeza-Yates and Regnier two-dimensional

pattern matching algorithms. In Section 3, we discuss the parallel implementations of

two-dimensional pattern matching algorithms on the GPU architecture. In Section 4

we present the experimental results of the proposed implementations. Finally, in

Section 5, we draw conclusions.

2. Background

In this section we provide a short description of the Baker and Bird and Baeza-

Yates and Rengier algorithms, tested for parallelization on GPUs. These two-dimen-

sional pattern matching algorithms were chosen specifically because they are practical

and efficient in terms of searching time and are frequently encountered in other re-

search studies. The Baker-Brid and Baeza-Yates and Regnier algorithms both convert

the two-dimensional pattern matching problem into a one-dimensional pattern match-

ing problem. More specifically, they consider the two-dimensional pattern array as a

finite set of different patterns. They also use multiple pattern matching algorithms

to locate all the occurrences of the pattern in the text.
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2.1. Baker and Bird algorithm. The Baker and Bird algorithm like other pattern

matching algorithms consists of two phases: the preprocessing phase and the searching

phase. During the preprocessing phase of the algorithm, an Aho-Corasick automaton

[1] is built for each row of the two-dimensional pattern array and an array is then

preprocessed using the Knuth-Morris-Pratt algorithm [14]. During the preprocessing

phase of the algorithm, an Aho-Corasick automaton [1] is built for each row of the

two-dimensional pattern array and an array is then preprocessed using the Knuth-

Morris-Pratt algorithm [14]. During the preprocessing phase of the algorithm, an

Aho-Corasick automaton [1] is built for each row of the two-dimensional pattern array

and an array is then preprocessed using the Knuth-Morris-Pratt algorithm [14]. The

searching phase of the algorithm uses two steps: row-matching and column-matching.

During the row-matching step, each row of the text is scanned using Aho-Corasick

automaton. For every occurrence position obtained in the row-matching step, it must

be checked if all rows of the pattern appear vertically. This is done in the column-

matching step using the Knuth-Morris-Pratt algorithm. Detailed information on the

preprocessing and the searching phase of the Baker and Bird algorithm can be found

in [19].

2.2. Baeza-Yates and Regnier algorithm. The Baeza-Yates and Regnier algo-

rithm is similar to the Baker and Bird algorithm. It uses the Aho-Corasick [1] algo-

rithm to create an automaton for each row of the two-dimensional pattern array. Each

row of the two-dimensional text is then scanned for the occurrences of the pattern. A

significant difference though is that during the search phase only ⌊ n

m
⌋ primary rows of

the text are scanned, since they cover all possible positions where a pattern row may

occur. If a match is found on a primary row, then m characters on each of the m− 1

secondary rows are also scanned for the pattern using the Aho-Corasick algorithm, to

determine if a complete match occurs. For further details and pseudocode about the

preprocessing and searching phase of the above sequential algorithm can be found in

[19].

3. GPU implementations using CUDA

This section presents data-parallel implementations of the Baker and Bird and the

Baeza-Yates and Regnier two-dimensional pattern matching algorithms and different

optimization techniques.

3.1. Parallel Implementation. To parallelize the Baker and Bird and Baeza-Yates

and Regnier algorithms, different implementation approaches were considered as each

yielded the best performance results.

The execution of Baker and Bird in parallel in an efficient manner is not triv-

ial, due to the data dependencies introduced during the column-matching step of the
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algorithm. In practice, these dependencies inhibit the parallelism level of the imple-

mentation. As discussed in section 2.1, the Knuth-Morris-Pratt algorithm is used to

determine all the positions of the text where a complete match of the pattern occurs.

This is achieved by maintaining a table a with a size of n. Then, for each position

j, k of the text, the value of a[k] depends on the previous value of a[k], as calculated

in position j − 1, k and affects the value of a[k], as determined in position j + 1, k.

For this reason, the rows of the text should be partitioned in such a way that all

characters of a single column are processed by the same thread.

To implement the Baker and Bird algorithm in parallel using the CUDA API,

the following parallelization approach was used. Each thread received a single text

character, starting from the first row of the text and moving to each subsequent

row when all threads had completed their execution paths. Since each active thread

was responsible for a different column of the text, table a can be substituted with

a variable a. Consider the following example; assume that character σ, located at

position j, k of the text, is assigned to a thread i of the device. If there is a transition

between the initial state of the trie and a state q labeled by σ, the thread reads the

character at position j, k + 1 next and so on, until a mismatch or a terminal state of

the Aho-Corasick algorithm. When a terminal state is encountered or in the case of a

mismatch, the value of variable a is updated according to the methodology described

in section 2.1. As no movement of the trie takes place, the supply function of the

Aho-Corasick algorithm is no longer required and can be removed, similar to the

PFAC variant of Aho-Corasick as presented in [20]. Note that the supply function is

used to visit a previous state of the automaton when there is no transition from the

current state to a child state.

Since there are no dependencies between characters of the text for the Baeza-Yates

and Regnier algorithm, different rows of the text can be simultaneously processed by

the threads of the GPU. Thus, it is expected that a greater speedup can be achieved,

comparing to Baker and Bird. To implement Baeza-Yates and Regnier in parallel,

the following parallelization approach was used. The first numBlocks primary rows

of the text were assigned to thread blocks 0, . . . , numBlocks−1. The n characters of

each primary row were further divided into chunks, with each chunk having a size of

Schunk = m characters and were subsequently assigned to threads 0, . . . , threadId−1

of each block. To ensure the correctness of the results, additional m − 1 characters

were used per chunk, for a total of approximately n redundant characters per primary

row of the text. If m × (blockDim − 1) < n, then the next blockDim chunks were

assigned to the threads and so on, until the end of the row was reached. Likewise, if

m − 1 + (numBlocks − 1) × m < n, then the next numBlocks primary rows of the

text were assigned to the thread blocks, until the end of the text was reached. When

a potential match was found on a primary row, the m − 1 secondary rows were also
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scanned by the corresponding thread to determine if a complete match of the pattern

occurs. The improvement for the secondary rows of the text when duplicate pattern

rows exist as described in section 2.2 was omitted, as it is inefficient to allocate a copy

of table b for each of the numBlocks × blockDim threads of the device. Therefore,

in the worst case where p0 = · · · = pm−1, 2m − 2 secondary rows will be scanned.

The preprocessing phase of the Baker and Bird and the Baeza-Yates and Regnier

algorithms was performed sequentially by the host CPU. The text and all following

preprocessing tables were copied to the global memory and therefore were accessible

by all threads of the device. State transition is a two-dimensional array where each

row corresponds to one of the m×m+1 states of the Aho-Corasick trie, each column

to a different character of the alphabet Σ while the cells of the array represent the next

state. To ensure that alignment requirements are met on each row, state transition

was allocated as pitched linear device memory using the cudaMallocPitch() function.

State final is a one-dimensional array, where each column corresponds to a different

state of the trie while the cells indicate whether that state is final or not. Finally, an

array out with a size of ⌈ n

m
⌉ integers was used to determine the number of matches per

thread. Baker and Bird also utilized the next one-dimensional array of the Knuth-

Morris-Pratt algorithm that consists of m + 1 integers. Baeza-Yates and Regnier

used the state supply array for the supply function of the Aho-Corasick algorithm.

The Id() function of the algorithm that is used to access the indices assigned to the

terminal states of the trie was represented by an id array of size m.

3.2. Optimization Techniques. Although the presented parallel implementations

can be over an order of magnitude faster than the corresponding sequential, this

section discusses a number of limitations.

The parallel implementation of the Baker and Bird algorithm has a reduced

efficiency due to its data dependencies. Note that the GTX 970 GPU that is used for

the experiments of this paper has 13 SMs and each SM supports up to 2048 resident

threads for a maximum hardware support of 26624 resident threads. Based on the

way the parallelism of the Baker and Bird is exposed though, only a maximum of

n − m + 1 threads can be active at any time. This results to the underutilization

of the hardware resources and a reduced occupancy of the SMs, even when a text

with a size of n = 10, 000 was used. It is worth noting though that as discussed in

[26], maximizing occupancy does not always result in a better performance. For the

chosen implementation approach of the Baeza-Yates and Regnier algorithm on the

other hand, a total of ⌊ n

m
⌋ threads can be simultaneously active at each of the ⌊ n

m
⌋

primary rows of the text.

3.2.1. Coalescing Memory Accesses. The performance of the algorithm implementa-

tions depends largely on the access pattern of the threads to the global memory of the
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device. For the implementation of the Baker and Bird algorithm, the threads access

consecutive characters of the text. To expand from the example of section 3.1, assume

that thread i is the first thread of a warp1 and that the warp scheduler assigns to it

the character σ at position j, k of the text. Accesses to global memory for compute

capability 5.2 GPUs by all threads of a warp are coalesced into a single memory trans-

action when the requested words are within the same memory segment. The segment

size is 32 bytes when 1-byte words are accessed, 64 bytes for 2-byte words and 128

bytes for words of 4, 8 and 16 bytes. If the text resides in a correctly aligned area of

the global memory, then threads i, . . . , i+31 will access text characters j, k . . . , k+31

inside the same memory segment. Then, all 32 accesses will be coalesced into a single

memory access. Since the maximum memory throughput of the global memory is 128

bytes per transaction, the access pattern of the threads results in the utilization of

the 1

4
of the available bandwidth.

For the implementation of the Baeza-Yates and Regnier algorithm, the memory

accesses of the threads to the global memory for characters of a primary row of the

text are strided with a stride of size m. Since 1-byte words are accessed, the memory

segment size is 32 bytes. Then, when patterns with a size m = 4 are used, accesses

to global memory are coalesced into groups of 4, for patterns with a size m = 8

the accesses are coalesced into groups of 2 while for patterns with a size m ≥ 16,

accesses to global memory are serialized. To work around the coalescing requirements

of the global memory and increase the utilization of the memory bandwidth, it is

important to change the memory access pattern by reading words from the same

memory segment and subsequently store them in the shared memory of the device.

This involves the partition of the primary rows of the text into n

Smemsize

chunks and the

collective read of Smemsize characters from the global into the shared memory by all

blockDim threads of a thread block. Then, for each 16 successive characters from the

same segment, only a single memory transaction will be used. This technique results

in the improvement of the global memory bandwidth utilization by a factor of 16.

The threads can subsequently access the characters stored in shared memory in any

order with a very low latency. Using the shared memory to increase the utilization

of the memory bandwidth has two disadvantages. First, a total of n

Smemsize

× (m− 1)

redundant characters are used per primary row that introduce significantly more work

overhead when compared to the basic data-parallel implementation strategy. Second,

using the shared memory effectively reduces the occupancy of the SMs.

3.2.2. Texture Binding. The preprocessing arrays of the algorithms are relatively

small in size while at the same time they are frequently accessed by the threads.

1Since threads are grouped in a deterministic way, and a warp of a compute capability 5.2 GPU

consists of 32 threads, it holds that i mod 32 = 0
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The performance of their parallel implementation should then benefit when the rel-

evant arrays are bound to the texture memory of the device. The texture reference

was bound to the device memory using cudaBindTexture() for one-dimensional arrays

and cudaBindTexture2D() for two-dimensional arrays allocated as pitched linear de-

vice memory. The textures were then accessed in-kernel using the tex1Dfetch() and

tex2D() functions. Arrays accessed via textures not only take advantage of the texture

caches to minimize the memory latency when cache hits occur but also bypass the

coalescing requirements of the global memory. In the case of the Baker and Bird al-

gorithm implementation, the pattern is accessed directly during the column-matching

step to perform character-by-character verification against the text. To improve the

performance of the implementation, the pattern array can be either bound to the

texture memory or it can be copied during the start of the search phase directly to

the shared memory of the device by all threads of each thread block. As binding

would increase the pressure on the texture caches, the pattern array was copied to

the shared memory for the optimized implementation of Baker and Bird. Recall also

that the first dimension of the state transition array corresponds to the m × m + 1

states of the Aho-Corasick trie and that the maximum size for two-dimensional tex-

ture references is 65, 536× 32, 768 texels. Then, for pattern sizes of m = 256 or more,

m×m + 1 > 65, 536 and therefore the state transition array cannot be bound to the

texture memory of the device.

Table 1 lists the register usage per thread for the basic and optimized versions of

the algorithm implementations as reported by the NVCC compiler using the –ptxas-

options=-v flag.

Table 1. Register usage per thread

Algorithm Basic implementation Optimized implementation

Baker and Bird 25 22

Baeza-Yates and Regnier 30 31

4. Experimental results

The performance of the proposed parallel implementations of the algorithms was

evaluated by comparing the running time of the GPU implementations. The exper-

iments were executed on an Intel Xeon CPU with a 2.40GHz clock speed and 2GB

of memory which was used as a host and a GTX 970 GPU which was used as the

device with compute capability 5.2. This device has 4GB of GDDR5 global memory,

1253MHz Graphics clock rate and 3.5GHz memory clock rate and consists of 13

SMs. Each SM has 128 SPs for a total of 1664 SPs, 96KB of on-chip shared memory

(with a maximum shared memory size per thread block of 48KB), and a 64KB 32-bit



172 C. S. KOUZINOPOULOS, P. D. MICHAILIDIS, AND K. G. MARGARITIS

register file. Each thread block can have a maximum of 1024 threads while each SM

supports up to 2048 active threads. “-funroll-loops” optimization flags. The parallel

GPU implementations of the algorithms were compiled using the NVCC 5.0 compiler

of the CUDA API with the “-O2” optimization flag.

For the Baker and Bird algorithm implementation, 13 thread blocks with 128

threads per block where used for n = 1000 and 13 thread blocks with 768 threads

per block where used for n = 10000. For the Baeza-Yates and Regnier algorithm

implementation, 60 thread blocks with 512 threads per block where used.

The parameters that affect the performance of two-dimensional pattern matching

algorithms are the size n2 of the text, the size m2 of the pattern and the size |Σ| of

the alphabet used. The experiments were repeated 100 times.

The data set used for the experiments was a superset of the sets used in [6, 22, 29].

It consisted of a randomly generated text with a size of n = 1, 000 and n = 10, 000

with three alphabets of size 2, 256 and 1024 to simulate bitmaps with different color

depths. The pattern had a size of m = 4, 8, 16, 32, 64, 128 and 256 characters.

The performance of the parallel implementations is evaluated and obtained time

results are compared to that yielded by sequential implementations. Each imple-

mentation stage also incorporates the optimizations of the previous stages. The first

stage of the implementation was unoptimized. In this first stage, the input data and

the preprocessing arrays of the algorithms were stored in the global memory of the

device. The second stage of the implementation involved the binding of the prepro-

cessing arrays to the texture memory of the device. The third stage, the pattern

array was collectively copied by all the threads of a thread block to the shared mem-

ory of the device. This stage only applied to the implementation of the Baker and

Bird algorithm. Finally, the fourth stage of the implementation involved coalescing

read accesses to the global memory and storing the retrieved data to shared mem-

ory of the device. As already discussed, this optimization was only required for the

implementation of the Baeza-Yates and Regnier algorithm.

Figures 1-2 and Figures 3-4 depict the running times of the presented imple-

mentations of the Baker and Bird and the Baeza-Yates and Regnier algorithms for

different types of data on a GTX970 GPU. Recall from the previous section that the

optimizations were valid only for patterns with a size m ≤ 128, since the maximum

size for two-dimensional texture references is 65, 536×32, 768 texels. As can generally

be seen, the running time of the implementations descreased with each optimization

made to the code, although the algorithms were affected in different ways.

As discussed in section 3, the occupancy of each SM of the GPU for the parallel

implementation of the Baker and Bird algorithm depends on n−m+1. When a text of

a size n = 1000 and n = 1, 000 were used, the performance of the unoptimized parallel
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Figure 1. Running times of different optimization techniques for the

parallel implementation of the Baker and Bird algorithm for n = 1000

implementation of the Baker-Bird algorithm decreased in the size of the pattern

due to the decreased occupancy of the device. The performance of the algorithm

implementation increased when the preprocessing arrays were bound to the texture

memory of the device. The performance gain due to that specific optimization stage

was more evident when data with a large alphabet size were used. The increased

efficiency was caused mainly due to the frequent uncoalesced accesses of the threads

to the global memory for the data stored in the preprocessing arrays.
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Figure 2. Running times of different optimization techniques for the

parallel implementation of the Baker and Bird algorithm for n = 10000

When the pattern was collectively copied to the shared memory of the GPU by

all threads of a thread block, the performance gain increased slightly comparing to

the second optimization stage, especially when larger pattern sizes were used. In

practice, the initial cost to copy the pattern array from the global to the shared

memory of the device was substantial while the thread accesses to the pattern during

the column-matching step of the Baker and Bird algorithm were not frequent enough

to justify it. The performance gain of the final, optimized kernel ranged between 1
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Figure 3. Running times of different optimization techniques for the

parallel implementation of the Baeza-Yates and Regnier algorithm for

n = 1000

and 1.20 times faster than the unoptimized kernel for n = 1, 000 and between 0.96

and 1.50 for n = 10, 000.

The parallel implementation of Baeza-Yates and Regnier had a significantly

higher performance gain comparing to Baker and Bird. This can be attributed to

the fact that the level of the algorithm’s parallelism was improved due to the absence

of data dependencies. Similar to the implementation of the Baker and Bird algorithm,

the running time of Baeza-Yates and Regnier was mainly affected by the size n of
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Figure 4. Running times of different optimization techniques for the

parallel implementation of the Baeza-Yates and Regnier algorithm for

n = 10000

the text and the size m of the pattern and to a lesser degree by the size |Σ| of the

alphabet.

For most types of data, the performance of the parallel implementation of the

Baeza-Yates and Regnier algorithm decreased in the size of the pattern. When the

second implementation stage was used, the performance gain of the parallel implemen-

tations improved especially when a text with a size of n = 10, 000 was used. Finally,

when the shared memory was used to work around the coalescing requirements of the
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device, the performance gain of the parallel implementation of the Baeza-Yates and

Regnier algorithm increased over the second implementation stage. The performance

of the final, optimized kernel ranged between 1 and 2 times faster than the unopti-

mized implementation for n = 1, 000 and between 2 and 15 times when a text with a

size n = 10, 000 was used.

5. Conclusions

In this paper, we presented details on the design and the implementation of

the Baker and Bird and Baeza-Yates and Regnier algorithms on a GPU architecture

using the CUDA API and evaluated their performance after applying different op-

timization techniques. The performance evaluation was based on different problem

parameters. The optimization techniques used to further increase the performance

of the implementations included the following; binding frequently used arrays to the

texture memory of the device; copying the pattern to the shared memory of the de-

vice; coalescing read accesses to the global memory and storing the retrieved data to

shared memory. It was concluded that the performance gain of the final optimized

implemementation of the Baker and Bird algorithm was up to 1.5 times faster than

the unoptimized implementation. It was also discussed that the final and optimized

implementation of the Baeza-Yates and Regnier algorithm was up to 15 times faster

than the unoptimized implementation.

Based upon the fact that in [6] it was suggested that the use of a multiple pattern

matching algorithm based on Boyer-Moore instead of Aho-Corasick should result in

the improvement of the searching phase of the Baeza-Yates and Regnier algorithm,

efficient variants of the Baker and Bird and the Baeza-Yates and Regnier were intro-

duced in [16, 15]. These variants have nearly all the characteristics that make them

suitable for parallel execution on GPUs and their performance was further improved

with their implementation on Graphics Processing Units. Finally, it would be inter-

esting to examine the performance of the parallel implementations presented in this

paper, especially for data sets with larger text and pattern sizes and for additional

types of data, including photo archives and satellite imagery.
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